Name: Worksheet 2: Partial Fraction Decomp., Trapezoidal Rule, and Simpson's Rule

Thoughts:

Partial Fraction Decomp.- This is typically your last resort when it comes to integration. You'll seek a simple integral or a basic $u$-sub and not find it. Then see if you have an expression between 2 squares for trig sub or maybe a trig identity if the integral includes trig functions. All that is a no go and here you are; stuck with a rational function. Time for partial fraction decomp. There are really 3 rules here:

1. A factor of the denominator is linear with power 1 ex: denom $=(2 x-1)\left(x^{2}+2\right)\left(x^{2}-3\right)^{2}(x+1)^{2}$. Here the $2 x-1$ is the lienar term of power 1 .
2. A factor of the denominator is of degree greater than 1 UNFACTORABLE and power of the whole factor is 1 . ex: denom $=(2 x-1)\left(x^{2}+2\right)\left(x^{2}-3\right)^{2}(x+1)^{2}$. Here $x^{2}+2$ is our example.
3. Any factor with power greater than 1. ex: denom $=(2 x-1)\left(x^{2}+2\right)\left(x^{2}-3\right)^{2}(x+1)^{2}$. Here $(x+1)^{2}$ is an example.

NOTE: These rules cases can overlap! ex: denom $=(2 x-1)\left(x^{2}+2\right)\left(x^{2}-3\right)^{2}(x+1)^{2}$. Here $\left(x^{2}-3\right)^{2}$ is the example.

Now what do we do for each case? Let's lay is out with our example: denom $=(2 x-1)\left(x^{2}+\right.$ $2)\left(x^{2}-3\right)^{2}(x+1)^{2}$. For now say the numerator is $x$.

1. $\frac{x}{(2 x-1)\left(x^{2}+2\right)\left(x^{2}-3\right)^{2}(x+1)^{2}}=\frac{A}{2 x-1}+\cdots$.
2. $\frac{x}{(2 x-1)\left(x^{2}+2\right)\left(x^{2}-3\right)^{2}(x+1)^{2}}=\frac{A}{2 x-1}+\frac{B x+C}{x^{2}+2}+\cdots$. Note: the power of the numerator should be 1 less than the power of the denominator. In other words, case 1 is a subcase of case 2 .
3. $\frac{x}{(2 x-1)\left(x^{2}+2\right)\left(x^{2}-3\right)^{2}(x+1)^{2}}=\frac{A}{2 x-1}+\frac{B x+C}{x^{2}+2}+\frac{D}{x+1}+\frac{E}{(x+1)^{2}}+\cdots$. Note: go until your reach the power in the denominator.

Thus, our combo piece gives us,

$$
\frac{x}{(2 x-1)\left(x^{2}+2\right)\left(x^{2}-3\right)^{2}(x+1)^{2}}=\frac{A}{2 x-1}+\frac{B x+C}{x^{2}+2}+\frac{D}{x+1}+\frac{E}{(x+1)^{2}}+\frac{F x+G}{x^{2}-3}+\frac{H x+I}{\left(x^{2}-3\right)^{2}}
$$

Obviously, this is not something you will given in class since the expression is very long. This example was chosen to show you every case. Now the question is so what? Why do all this? Let's choose a smaller example and explain.

$$
\int \frac{10}{(x-1)\left(x^{2}+9\right)} \mathrm{d} x
$$

Let's do as we did previously and express this in partial fractions.

$$
\frac{10}{(x-1)\left(x^{2}+9\right)}=\frac{A}{x-1}+\frac{B x+C}{x^{2}+9}
$$

Let's get a common denominator on the right so we can equate the numerators to find $A, B$, and $C$ !

$$
\frac{10}{(x-1)\left(x^{2}+9\right)}=\frac{A\left(x^{2}+9\right)}{\left(x^{2}+9\right)(x-1)}+\frac{(B x+C)(x-1)}{\left(x^{2}+9\right)(x-1)}
$$

Now we can equate the numerators.

$$
10=A\left(x^{2}+9\right)+(B x+C)(x-1)
$$

How do we find $A, B$, and $C$. Notice that the left side has no $x^{2}$ or $x$ terms. That means the coefficient of those is 0 ! For the constant we have 10! Let's make 3 equations representing this.

$$
\begin{array}{r}
A+B=0 \\
C=0 \\
9 A-C=10
\end{array}
$$

Now we solve the system! This should not be too hard, so we get $A=10 / 9, B=-10 / 9$, and $C=0$. NOTE: There is another way to solve! You can plug in values for $x$ such that the other letters are not a factor. For example, plug in 1 for $x$ and the $(B x+C)(x-1)=0$. Now you can just solve for A.

Now we can plug in to our partial fraction decomp.!

$$
\frac{10}{(x-1)\left(x^{2}+9\right)}=\frac{10 / 9}{(x-1)}+\frac{((-10 / 9) x}{\left(x^{2}+9\right)}
$$

This is better for integration!
Note: A common trick is to use $\arctan (x)$. Not here though!

$$
\begin{gathered}
=(10 / 9) \int \frac{1}{u} d u-(10 / 18) \int \frac{1}{u} d u . \text { (Different u's here!) } \\
=(10 / 9) \ln |x-1|-(5 / 9) \ln \left|x^{2}+9\right|+C
\end{gathered}
$$

Trapezoidal Rule- The whole goal with this rule (and Simpson's rule) is to approximate the integral. If you take a bunch of trapezoids and put them under a curve you are not going to get the exact area under the curve. It is just that simple. However, it does provide an estimate. Now your instructor probably drew a picture and said "Tada" here is the formula. The hard part is where did this formula come from. If you remember the formula for the area of a trapezoid is $(1 / 2)$ (height)(bigger base + smaller base). This is essentially what we are doing, but with a set number of trapezoids. Most of the time you are given an $n$ or number of partitions/trapezoids. This will give us the $h$ for each trapezoid. Let's use an example to really tie this all together.

$$
\int_{1}^{9} f(x) \mathrm{d} x, n=4
$$

To get a trapezoidal approximation with $n=4$ trapezoids of equal height, we must take the length of the interval and divide it into 4 equal lengths! That gives each trapezoid a height of 2 . Now let's get our trapezoids! Our first trapezoid is from 1 to 3 . That means our first base has length $f(1)$ and our second base has length $f(3)$ ! So we get an area of trap $1=(1 / 2)(2)(f(1)+f(3))$. Similarly, trap $2=(1 / 2)(2)(f(3)+f(5))$, trap $3=(1 / 2)(2)(f(5)+f(7))$, and trap $4=(1 / 2)(2)(f(7)+f(9))$. If we add those up we get our approximation! Let's take a close look at what that looks like and simplify!

$$
\begin{aligned}
(1 / 2)(2)(f(1)+f(3)) & +(1 / 2)(2)(f(3)+f(5))+(1 / 2)(2)(f(5)+f(7))+(1 / 2)(2)(f(7)+f(9)) \\
& =(1 / 2)(2)(f(1)+2 f(3)+2 f(5)+2 f(7)+f(9))
\end{aligned}
$$

In other words, taking the context of the problem out,

$$
\frac{h}{2}\left(f\left(x_{0}\right)+2 f\left(x_{1}\right)+2 f\left(x_{2}\right)+\cdots 2 f\left(x_{n-1}\right)+f\left(x_{n}\right)\right)
$$

Now we have a trapezoidal rule to approximate. The more difficult part is error.
These there is little showing I can do without getting too complex. Thus, I will give you an example of use! First the formula.

$$
\left|E_{T}\right| \leq \frac{K(b-a)^{3}}{12 n^{2}}
$$

where $\left|f^{\prime \prime}(x)\right| \leq K$ for $a \leq x \leq b$. What on earth does this mean? I will use an example of the book but with my own flavor!

$$
f(x)=1 / x, 1 \leq x \leq 2, n=5
$$

First let's find $f^{\prime \prime} . f^{\prime \prime}(x)=\frac{2}{x^{3}}$. Now on the interval of $[1,2]$ how big can the absolute value of this be? This is a decreasing function. Thus, the smaller the input the larger the output. Therefore, $x=1$ is where this function is largest! This will give us our $k!$

$$
\left|\frac{2}{x^{3}}\right| \leq \frac{2}{(1)^{3}}=2
$$

Now we can find the upperbound on the error.

$$
\left|E_{T}\right| \leq \frac{2(2-1)^{3}}{12(5)^{2}}=\frac{1}{150}
$$

Another question can be asked as to how large $n$ must be to approximate within some amount. Let's take that amount to be . 00001 above. Then we have

$$
\begin{gathered}
\left|E_{T}\right| \leq \frac{2(2-1)^{3}}{12(n)^{2}} \leq .00001 \\
\frac{1}{6 n^{2}} \leq .00001 \Rightarrow \frac{1}{n^{2}} \leq .00006 \Rightarrow n^{2} \geq \frac{1}{.00006}=\frac{100000}{6} \Rightarrow n \geq \frac{\sqrt{100000}}{\sqrt{6}}
\end{gathered}
$$

Simpson's Rule- This is just like trapezoidal, but with different formulas. What Simpson did was use a parabola instead of a straight edge to approximate the curve which is what trapezoidal does. This is done by taking the parabolas between the initial, midpoint, and end point of each interval and deriving the formula! This takes a lot of explanation, so I will not waste the paper, but if needed please ask! What you end up with is the following formulas for approximation and error.

$$
\begin{gathered}
S_{n}=\frac{\text { interval length }}{3}\left(f\left(x_{0}\right)+4 f\left(x_{1}\right)+2 f\left(x_{2}\right)+4 f\left(x_{3}\right)+\cdots+2 f\left(x_{n-2}\right)+4 f\left(x_{n-1}\right)+f\left(x_{n}\right)\right) \\
\left|E_{S}\right| \leq \frac{K(b-a)^{5}}{180 n^{4}}
\end{gathered}
$$

where $\left|f^{(4)}(x)\right| \leq K$ for $a \leq x \leq b$. Notice the subtleties here that make it different from trapezoidal! I feel an example here is redundant, but do try this with the example for trapezoidal we used.

Problems:
Evaluate the integrals.

1. $\int \frac{4 x}{x^{3}+x^{2}+x+1} \mathrm{~d} x$
2. $\int \frac{3 x^{2}+x+4}{x^{4}+3 x^{2}+2} \mathrm{~d} x$
3. $\int \frac{x^{3}+2 x^{2}+3 x-2}{\left(x^{2}+2 x+2\right)^{2}} \mathrm{~d} x$

For problems (1-3), use both Trapezoidal and Simpson's Rule to Approximate the integrals. Feel free to use a calculator.

1. $\int_{1}^{2} \sqrt{x^{3}-1} \mathrm{~d} x, n=10$
2. $\int_{0}^{\pi / 2} \sqrt[3]{1+\cos (x)} \mathrm{d} x, n=4$
3. $\int_{4}^{6} \ln \left(x^{3}+2\right) \mathrm{d} x, n=10$
4. How large should $n$ be so that Simpson's Rule is accurate within .00001 ? What about trapezoidal rule? What about for both trapezoidal and Simpson's Rule within .001? What is the upper bound for both rules when $n=10$ ?
