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- Introduction -

The topic course is mostly based the textbook “The
probabilistic Method” by Noga Alon and Joel Spencer (third
edition 2008, John Wiley & Sons, Inc. ISBN 9780470170205
or fourth edition ISBN-13: 978-1119061953.)
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Selected topics

Linearity of Expectation (2 weeks)
Alterations (1 week)

The second moment method (1 week)
The Local Lemma (1-2 weeks)
Correlation Inequalities (1 week)
_arge deviation inequalities (3 weeks)
Poisson Paradigm (1 week)

Random graphs (2 weeks)
Discrepancy (1 week)

Entropy (1 week)
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Subtopics

Large deviation inequality
m Tlalagrand’s inequality
m Kim-Vu's inequality

m Rodl's nibble method
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- Talagrand’s inequality '

m ();: a probability space for 1 <1 <n.
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- Talagrand’s inequality '

m ();: a probability space for 1 <1 <n.
m () — H?:l Qz
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- Talagrand’s inequality

;- a probability space for 1 <1 < n.
= Lims .

a:= (aq,as,...,q,) is a unit vector; a; > 0.

(2
(2
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- Talagrand’s inequality '

();: a probability space for 1 <1 < n.
() = H?:l Qz

—

a:= (aq,as,...,q,) is a unit vector; a; > 0.

p(A, T): Talagrand’s distance from ¥ € 2 to A C

p(A,T) = _sup inf Z Q.

jeA
a:laj=19€4, *—
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- Talagrand’s inequality '

();: a probability space for 1 <1 < n.
() = H?:l Qz

—

a:= (aq,as,...,q,) is a unit vector; a; > 0.

p(A, T): Talagrand’s distance from ¥ € 2 to A C

p(A,T) = _sup inf Z Q.

jeA
a:laj=19€4, *—

m Foranyt >0, A, ={7€Q: p(A %) <t}
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- Talagrand’s inequality '

m ();: a probability space for 1 <1 <n.
m a:= (ay,q9,...,a,) is a unit vector; a; > 0.
m

p(A, T): Talagrand’s distance from ¥ € 2 to A C

p(A,T) = Sup inf Z Q.

jeA
al=19e4,

m Foranyt >0, A, ={7€Q: p(A %) <t}
Theorem [Talagrand’s inequality]:

Pr(A)(1 — Pr(4,)) <e /%
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- The distance p(A, 7) -

u U(A,f) :{gé {O,l}n Jy € A,$Z7éyZ:>SZ:1}
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- The distance p(A, 7) -

u U(A,f) — {§E {O,l}n JyeAx;, Fy = s = 1}
m V(A %) := the convex hull of U(A, ¥).
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- The distance p(A, 7) -

u U(A,f) — {§E {O,l}n JyeAx;, Fy = s = 1}
m V(A %) := the convex hull of U(A, ¥).

Lemma: p(A, #) = mingy (4.5 || 7.
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- The distance p(A, 7) -

u U(A,f) — {§E {O,l}n JyeAx;, Fy = s = 1}
m V(A %) := the convex hull of U(A, ¥).

Lemma: p(A, #) = mingy (4.5 || 7.

Proof: Let ¥ € V(A, ¥) achieve this minimum. For any
seV(A,T), we have §- v > v- 0. Let @ = v/||v||. We have

A, 7) > inf o, > inf s-a>|v]|.
pAT) > inf 3 > it 5>
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- The distance p(A, 7) -

u U(A,f) — {§E {O,l}n JyeAx;, Fy = s = 1}
m V(A %) := the convex hull of U(A, ¥).

Lemma: p(A, #) = mingy (4.5 || 7.

Proof: Let ¥ € V(A, ¥) achieve this minimum. For any
seV(A,T), we have §- v > v- 0. Let @ = v/||v||. We have

p(A,T) > inf ;> ge‘i/r(ljgjf)? a > ||v]|.

Conversely, take any unit vector a. Write v = > . \;5; for
some 5; € U(A,Z), \; >0, and > . \; = 1. Since
v|| > > (@ - 5;), we have o - 5; < ||U]| for some 7.
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- A general theorem '

Talagrand actually proved the foIIowing theorem:
Theorem: |, e1P”(AT) g7 <

Pr(A)
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- A general theorem '

Talagrand actually proved the foIIowing theorem:
Theorem: |, e1P”(AT) g7 <

(A)
Now we show this theorem implies Talagrand's inequality.
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- A general theorem '

Talagrand actually proved the following theorem:

Theorem: |, e1r’(AT) d7 < ﬁ.

Now we show this theorem implies Talagrand's inequality.
For fixed A, consider X = p(A, ¥).

Pr(A;) =Pr(X > 1) <

rmHence, Pr(A)Pr(A4;) <e /4
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Now prove erU) (A5 dz < by induction on n.

1
Pr(A)
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- Proof

Now prove |, e1” (A0 g7 < Pr%A) by induction on n.

Whenn =1, p(A,2) =1if T & A; and 0 if ¥ € A.

1 904 = 1
A4z = Pr(A) + (1 — Pr(A))e'* < .
/Qe dx r(A) + ( r(A))e’* < PrA)

ourse on Probabilistic Methods (week 9) Linyuan Lu, University of South Carolina — 8 / 29



- Proof

1 2 —
2p (AT 17 1
Now prove |, €3 T < 5

Whenn =1, p(A,2) =1if T & A; and 0 if ¥ € A.

1 904 = 1
A4z = Pr(A) + (1 — Pr(A))e'* < .
/Qe dx r(A) + ( r(A))e < )

Assume it holds for n. For any z € 0, write z = (z,w) with
z €[, 2 and w c Q.. Let

B = {xEHQ r,w) € A for some w € 2,.1.}

{zGHQ r,w) e A,  forw e Q1.
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- Continue -

Two ways to move z = (z,w) € ) to A:

m By changing w, it reduces the problem to moving from x
to B. 5€eU(B,x) = (5,1) e U(A, (z,w)).
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Continue

Two ways to move z = (z,w) € ) to A:
m By changing w, it reduces the problem to moving from x
to B. seU(B,z) = (5,1) e U(A, (x,w)).

m By not changing w, it reduces the problem to moving
fromz to A,. t € U(A,,x) = (t,0) e U(A, (z,w)).
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- Continue -

Two ways to move z = (z,w) € ) to A:

m By changing w, it reduces the problem to moving from x
to B. 5€eU(B,x) = (5,1) e U(A, (z,w)).

m By not changing w, it reduces the problem to moving
fromz to A,. t € U(A,,x) = (t,0) e U(A, (z,w)).

Taking the convex hulls, if 5€ V(B,z) and t € V(Ay, ),
then for any A € [0, 1],

(1 =N54+ M, 1—=)) € V(A, (z,w)).
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- Continue -

Two ways to move z = (z,w) € ) to A:

m By changing w, it reduces the problem to moving from x
to B. seU(B,z) = (5,1) e U(A, (x,w)).

m By not changing w, it reduces the problem to moving
fromz to A,. t € U(A,,x) = (t,0) e U(A, (z,w)).

Taking the convex hulls, if 5€ V(B,z) and t € V(Ay, ),
then for any A € [0, 1],

(1 =N54+ M, 1—=)) € V(A, (z,w)).

A+ (11 = A)5'+ A
A+ (1= N1 + Al

1 —
1 —
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- Continue -

Minimizing ||5]| and ||£]|, we get

pH(A, (z,w)) < (1= X+ Ap*(Au, @) + (1 = N)p*(B, 2).
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- Continue '

Minimizing ||5]| and ||£]|, we get

pH(A, (z,w)) < (1= X+ Ap*(Au, @) + (1 = N)p*(B, 2).

/ ’
4
<e

< (Préélw))A (PiB))H
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- Continue

Let r = ?ffl%) <1and f(\ 1) = el Y%= Then

1 1
aP (Aa(xaw))d < )\ .

Choose A\=1+2Inr fore /2 <r<land A=0
otherwise. One can show f(A,r) <2 —r. Thus,

1.2 1 PI‘(A )
4P (Av(wi))d < 2 _ W .
/f "= Pr(B) ( )

1.2 1 PI’(A) 1
1P (A@w) doedy < 9 _ < .
/f Y= Pi(B) ( Pr<B>> = Pr(A)
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- An application -

m A:=(a;;) a random symmetric matrix of dimension
n X 1.
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- An application -

m A:=(a;;) a random symmetric matrix of dimension
n X 1.

m Forl <:<j<mn,a are independent random variables
with ’CLZ']" < 1. Let j; = Q.
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- An application -

m A:=(a;;) a random symmetric matrix of dimension
n X 1.

m Forl <:<j<mn,a are independent random variables
with ’CLZ']" < 1. Let j; = Q.

m [he eigenvalues of A is listed as

M > A > >N\,
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- An application -

m A:=(a;;) a random symmetric matrix of dimension
n X 1.

m Forl <:<j<mn,a are independent random variables
with ’Clqjj‘ < 1. Let j; = Q.

m [he eigenvalues of A is listed as

M S>> o>\

Theorem [Alon, Krivelevich, Vu, (2002)]: For every
positive integer 1 < s < n, the probability that )\ deviates

from its median by more than ¢ is at most 4e™ 22, The
same estimate holds for the probability that )\n+1_3 deviates
[ from its median by more than ¢.
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- Proof '

m () the product space of the entries a;;, 1 <1 < 7 < n.
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- Proof '

m () the product space of the entries a;;, 1 <1 < 7 < n.

m M: the median of s-th eigenvalue; i.e.,
Pr(\(A) < M) =1
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- Proof '

m () the product space of the entries a;;, 1 <1 < 7 < n.

m M: the median of s-th eigenvalue; i.e.,
Pr(\(A) < M) =1

m A the event \;(A) < M.
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Proof -

m () the product space of the entries a;;, 1 <1 < 7 < n.

m M: the median of s-th eigenvalue; i.e.,
Pr(\(A) < M) =1

m A the event \;(A) < M.
m [5: the event \;(A) > M +1t.
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Proof -

m () the product space of the entries a;;, 1 <1 < 7 < n.

m M: the median of s-th eigenvalue; i.e.,
Pr(As(A) < M) =+

m A the event \;(A) < M.
m [5: the event \;(A) > M +1t.

It suffices to show By N A = 0. l.e., for any B € B find an
vector a = (ay;), for any A € A, show

1/2
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- Continue -

m For1<p<s, let vl? be the p-th unit eigenvector of B.
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- Continue -

m For1<p<s, let vl? be the p-th unit eigenvector of B.

m Forl <i<n,let

a; =y (0))
p=1
For1 <1< 3 <mn, let
Qi = 2 Z(vz(p))Q Z(vﬁp));
V=S
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Claim 1

: . 2 2
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- Claim 1

Claim 1: ) .., a2 < 242,

1] —
n S 2
> o= | 2"
[<i<j<n i=1 \p=1
w43 2w { ey
1<i<y<n \p=1 p=1
n S 2
<2(> > ")
1=1 p=1
— 25°.
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Claim 2: Zaij#bij Q4 > %
Fix Ac A Letu=3_,
of the vectors v®) which is orthogonal to the eigenvectors of
the largest s — 1 eigenvalues of A. Then Y, ¢, =1,

wWAu < Ag(A) < M, and v'Bu > \y(B) > M +t.

c,v'?) be a unit vector in the span

Linyuan Lu, University of South Carolina — 16 / 29
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- Claim 2 -

. . t
Claim 2: Zaz‘j#bz‘j Q4 > 5

Fix Ac A Letu=>

p=1
of the vectors v(?) which is orthogonal to the eigenvectors of

the largest s — 1 eigenvalues of A. Then Y, ¢, =1,

wWAu < Ag(A) < M, and v'Bu > \y(B) > M +t.

c,v'?) be a unit vector in the span

t <u'(B— A)u

< 2 Z Zcpv§p)Zcpv§p) < 2 Oz?j.

a;j#b;; | p=1 p=1 a;j7bi;
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- Putting together

1/2

t
Z %22\@8 Z Qi

t

The Talagrand distance between A and B is at least 5"
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- Putting together -

1/2
t
Z Oéz'j>2\/§s(2@2'j) .

The Talagrand distance between A and B is at least
Applying Talagrand's inequality, we get

14

24/2s "

Pr(A)Pr(B) < e 132

Hence, Pr(\; > m +t) < 2e/325° Similar we get
Pr(\, <m —t) < 2e~/32° Hence

Pr(|As — m| > t) < 4e 1 /3%
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More on eigenvalues

Let A = (a;;) be a random symmetric (n X n)-matrix with
independent entry a;; (1 <@ < j < n) satisfying |a;;| < K
and E(CLZ']') = 0.

m Vu [2007]: If Var(a;;) < o2, then

|A|| < 20v/n 4+ C(Ko)Y?n*1nn.

Linyuan Lu, University of South Carolina — 18 / 29
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More on eigenvalues

Let A = (a;;) be a random symmetric (n X n)-matrix with
independent entry a;; (1 <@ < j < n) satisfying |a;;| < K
and E(CLZ']') = 0.

m Vu [2007]: If Var(a;;) < o2, then

|A|| < 20v/n 4+ C(Ko)Y?n*1nn.

m Lu-Peng [2012+4]: If Var(a;;) < of;, then

Al < 2VA + CVEAY* 1nn
A ,

72
where A = maxi<i<, ) 5, 07
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- General applications -

m (). — H?:l Qz
m h: () — R: a Lipschitz function.

m Given f: N — N, his f-certifiable if whenever h(z) > s
there exists I C |n] with |I| < f(s) so that all y € ()
that agree with x on the coordinates I have h(y) > s.
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- General applications -

m (). — H?:l Qz
m h: () — R: a Lipschitz function.

m Given f: N — N, his f-certifiable if whenever h(z) > s
there exists I C |n] with |I| < f(s) so that all y € ()
that agree with x on the coordinates I have h(y) > s.

Example: Let 2 = G(n,p) and h(G) be the number of
triangles in G. Then h is f-certifiable with f(s) = 3s.
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- Theorem -

Theorem: Suppose X = h(-) is f-certifiable. For any
positive b and ¢, we have

Pr(X <b—ty/f(b)Pr(X >b) <e /4
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- Theorem -

Theorem: Suppose X = h(-) is f-certifiable. For any
positive b and ¢, we have

Pr(X <b—ty/f(b)Pr(X >b) <e /4

Proof: Set A ={x: h(z) <b—1t\/f(b)}. We claim for any
y with h(y) > b, ngAt
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- Theorem -

Theorem: Suppose X = h(-) is f-certifiable. For any
positive b and ¢, we have

Pr(X <b—ty/f(b)Pr(X >b) <e /4

Proof: Set A ={x: h(z) <b—1t\/f(b)}. We claim for any
y with h(y) > b, yQAt

Let [ be a set of indices of size at most f(b) that certifies
h(y) > b. Define o; = |I|~Y? if i € I, and 0 otherwise. For

any x € A, >, a; >t/ f(b)|I|7/* > t. By Talagrand’s
inequality,

Pr(X < b—t/f(b))Pr(X >b) <e /%
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Kim-Vu’s inequality -

m H = (V,E): ahypergraph

Y =) pcpm Wr | Licpti, a polynomial of degree &
with non-negative coefficients wp.

m Foreach ACV(H), let Y, = > wp |1t

FeE(H),ACF iceF—A

the partial derivative of Y with respect to the ¢;, 1 € A.

m F=max{E(Yy): |A| =i}

m F=max{F;:1<i<k}

m F:=max{E(Y}), £}

Theorem [Kim-Vu 2000]:
Pr(|Y — E(Y)| > ai(EENY2)\F) < dpe *nF L,
o where Al — Sk\/H, dk — 262.
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- Examples '

Counting triangles in G(n, p):

B letp=n"withO<ac< %
m For any vertex v, let Y := Y (v) be the number of
triangles containing v. Y = > t,ity;ts;.
1,] £V
Now 1 :=E(Y) = (”gl)p?’ ~ 2n?7%* and
E' ~ max{np?, 1} = cun~¢ for some ¢ depending on «.
Applying Kim-Vu's inequality, we have

Pr(lY — u| > du) < Cn e’

Almost surely every vertex v Is in ~ p triangles.
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- Steiner System -

A Steiner system with parameters t, k, n, written S(t, k, n),
is an n-element set S together with a set of k-element
subsets of S (called blocks) with the property that each
t-element subset of S is contained in exactly one block.
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- Steiner System -

A Steiner system with parameters t, k, n, written S(t, k, n),
is an n-element set S together with a set of k-element
subsets of S (called blocks) with the property that each
t-element subset of S is contained in exactly one block.

Steiner system S(2,3,7):

S O s W DN =
-J O O i W DN
O — J O Ot =

Fano plane

\"l
—_
o
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- Covering/Packing number -

m Covering number M (n, k,t): the minimal size of a family
IC C ([Z]) having the property that every ¢-set is
contained in at least one A € K.
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- Covering/Packing number -

m Covering number M (n, k,t): the minimal size of a family

IC C ([ ]) having the property that every t-set is
contained in at least one A € IC.

m Packing number m(n, k,t): the maximal size of a family

IC C ([ ]) having the property that every t-set is
contained in at most one A € K.
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- Covering/Packing number -

m Covering number M (n, k,t): the minimal size of a family

IC C ([ ]) having the property that every t-set is
contained in at least one A € IC.

m Packing number m(n, k,t): the maximal size of a family

IC C ([ ]) having the property that every t-set is
contained in at most one A € K.

m(n, k,t) < Q < M(n,k,t).

(¥)
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Covering/Packing number -

Covering number M (n, k,t): the minimal size of a family

IC C ([ ]) having the property that every t-set is
contained in at least one A € IC.

Packing number m(n, k,t): the maximal size of a family

IC C ([ ]) having the property that every t-set is
contained in at most one A € K.

m(n, k,t) < Q < M(n, k).
()
Equalities hold if and only if there exists a Steiner system

S(t,k,n).
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- Rodl’s nibble method

Erdos-Hanami’s conjecture: lim —
n—o0 (t)
i

This is equivalent to the conjecture
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- Rodl’s nibble method '

Erdos-Hanami's conjecture: lim ]g’”‘)

nN—r00

This iIs equivalent to the conjecture lim 7% =
nN—00 t)/(t)

Rodl proved this conjecture. His method is known as Rodl's
nibble or semi-random method, which applies in a much
more general setting, dealing with covers in uniform
hypergraphs.
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- Rodl’s nibble method '

Erdos-Hanami's conjecture: lim ]E{b)

nN—r00

This iIs equivalent to the conjecture lim 7% =

Rodl proved this conjecture. His method is known as Rodl's
nibble or semi-random method, which applies in a much
more general setting, dealing with covers in uniform
hypergraphs.

Theorem (Pippenger): For an integer » > 2 and a real
e > 0 there exists a real v = v(r, ) so that the following
holds: If the r-uniform hypergraph H on n vertices satisfies:

1. For each vertex z, degree d(x) € [(1 —~)D, (1 +v)D|.
2. For each pair of vertices x,y, codegree d(x,y) < vD.

then d a matching that covers all but at most en vertices.
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- Rodl’s nibble -

Before nibble: A hypergraph H = (V, E) with

1. For all but at most on of vertex z, d(x) = (1 +9)D.
2. Forany two x,y, d(z,y) < D.

Select a random family F of edges with probability p = ¢/D
independently. Then delete the vertices covered by F.
After nibble:

1. |F|l~(1+£9).

2. The remaining set of vertices V' has size ne™¢(1 + ¢').

3. For all but at most ¢'|V’| of vertex x in the induced
hypergraph on V', d'(z) = De~<U—1(1 £ §').
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- Iteration '

Choose € > 0 and 0 > 0 such that —= +re <1+e¢. Let
t = |=2¢|. Repeat Rodl nibbles ¢ times.
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- Iteration -

Choose € > 0 and 0 > 0 such that —= +re <1+e¢. Let

t = |=2¢|. Repeat Rodl nibbles ¢ times. We get a sequence
of

m 0 > 01> - >t >ty =y satisfying
t

0; < 5i+16_6(r_1), H(l -+ 52) < 1+ 2o.
1=0
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- Iteration -

Choose € > 0 and 0 > 0 such that —= +re <1+e¢. Let

t = |=2¢|. Repeat Rodl nibbles ¢ times. We get a sequence
of

m 0 > 01> - >t >ty =y satisfying
t

0; < 5i+16_6(r_1), H(l -+ 52) < 1+ 2o.
1=0

m H=Hy> H O -2 H; satisfying

’VL — "/;_1‘6_6(1 T 5@)
€|Vi1l

E;|l = 1::52-
\ =1+ )

Di — Di_le—e(r—l) .
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- Putting together -

Note that F := U!_, F; covers all vertices except V;. The
vertices in V; need at most |V;| additional edges to cover.
The edges in the final cover is at most

t—1
v
S Wil a5y v
1=0 r
N 1
< (14+4 (1 42 —et
< (1+ 5)7“1—6_6 (1+ 2d)ne
/A
< (1 _.
( +E)T

This complete the proof.
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Improvement

Suppose that H is a r-uniform, D-regular hypergraph on n

vertices with codeg(H )

a nearly perfect matching. There is a number of
improvements on the error term.

Grable [1996]: If C' = o(D/Inn), then
1/(2r—1)4o(1)
UH) = O (n (Clgg”) ) |

Alon-Kim-Spencer [1997]: If C' =1, then

u(H) =0 (n(§)"" ) for r > 4 and
UH)=0 (n (% )1/210g3/2 D) for r = 3.

Vu [2000]: For all » > 3, d¢ > 0, such that
C'logn L/(r=1) c
UH)=0 n( i ) log D |.

= (. Let U(H) be the error term of
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