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Abstract. We show that the residue field $k$ is a direct summand of the second syzygy of the canonical module for some almost Gorenstein rings. This implies that over a Teter ring the only totally reflexive modules are the free ones. We provide an example of an almost Gorenstein ring which has infinitely many non-isomorphic totally reflexive modules.

Introduction

Totally reflexive modules are the object of extensive research activity, and yet it is an open problem to determine conditions that are necessary and sufficient for the existence of a non-free totally reflexive module, see for example [5]. The starting point of our investigation was to consider the problem for some artinian local rings, and in particular for the class of Teter rings, for which we show that the only totally reflexive modules are the free ones, see Corollary 2.1.

Teter rings are a particular example of almost Gorenstein rings, defined in [10]:

Definition 0.1. An artinian local ring $(R, m, k)$ is almost Gorenstein if the inclusion $0 :_R (0 :_R I) \subseteq I :_R m$ holds for every ideal $I \subseteq R$.

Our investigation led us to the study of the syzygies of the canonical module for a certain class of almost Gorenstein rings, for which we prove the following:

Main Theorem. Let $(R, m, k)$ be a local noetherian ring which is almost Gorenstein with canonical module $\omega_R$. Assume that $R$ is not Gorenstein, and write $R = S/J$, where $S$ is an artinian Gorenstein ring. Denote by $c$ the dimension of the $k$-vector space $(J :_S m)/(mJ :_S m)$ and assume $c > 0$. Then the vector space $k^c$ is a direct summand of the second syzygy of the canonical module $\omega_R$.

Issues concerning direct summands of syzygies have played an important role in criteria for regularity, see [11], and finite G-dimension, see [15]. In particular the result of [15] implies that for a local ring, the canonical module cannot appear as a summand of a syzygy module of the residue field unless the ring is regular.

The Main Theorem gives information on the size of the minimal free resolutions of the canonical module for a certain class of almost Gorenstein rings. A sequence
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\{a_i\}_{i \in \mathbb{N}} has exponential growth if there exists an integer \(A > 1\) such that \(a_i \geq A^i\) for all \(i \gg 0\). Studies on the exponential growth of the sequence of the Betti numbers of the canonical module can be found for example in [13], [9]. As an immediate consequence of the above theorem, we obtain a new family of ring for which the Betti numbers of the canonical module have exponential growth. This follows immediately from the fact that the Betti numbers of the residue field have exponential growth if the ring is not a complete intersection, see for example [4].

The paper is organized in the following way. In Section 1 we prove the Main Theorem and in Section 2 we give some examples of almost Gorenstein rings. The connection between the Main Theorem and the existence of totally reflexive modules is given in Section 3 where we also give, in contrast, an example of an almost Gorenstein ring that admits a totally reflexive module. In Section 4 we consider almost Gorenstein rings that are quotients of a polynomial ring by a monomial ideal, and we show that \(k\) is a direct summand of the first or the second syzygy of the canonical module.

In the following \((R, m, k)\) will denote a local noetherian ring with maximal ideal \(m\) and residue field \(k\).

1. The canonical module over almost Gorenstein rings

In this section we will prove the Main Theorem. Given two ideals of \(R, I\) and \(J\), we will often use the colon ideal \(I : R J\). When \(I\) is generated by a single element \(I = \langle f \rangle\), to abbreviate the notation \(I : R J\) will be denoted by \(f : R J\). Similarly, when \(J = \langle f \rangle\) we will write \(I : R f\) instead of \(I : R \langle f \rangle\). We will often use that \(0 : R \langle 0 : R I \rangle = I\) for every ideal \(I \subset R\), provided that \(R\) is a Gorenstein artinian ring. For easy reference, we collect two properties of the colon ideal in the following

**Lemma 1.1.** Let \((R, m, k)\) a noetherian local ring and \(I_1\) and \(I_2\) two ideals of \(R\). Then the following hold:

1. \((0 : R I_1) : R I_2 = (0 : R I_1 I_2) = (0 : R I_2) : R I_1;\)

2. If \(R\) is Gorenstein and artinian, then \(0 : R (I_1 \colon R I_2) = I_2(0 : R I_1).\)

**Proof.** (1) is straightforward. For (2), as the ring \(R\) is Gorenstein, it is enough to show that

\[0 : R (0 : R (I_1 : R I_2)) = 0 : R (I_2(0 : R I_1)).\]

But \(0 : R (I_2(0 : R I_1)) = (0 : R (0 : R I_1)) : R I_2\) by (1) and applying twice the assumption that \(R\) is Gorenstein, we obtain \((0 : R (0 : R I_1)) : R I_2 = I_1 : R I_2 = 0 : R (0 : R (I_1 : R I_2)).\)

For any artinian ring \(R\), one may assume, by the Cohen Structure Theorem, that \(R\) is a quotient \(S/J\) where \(S\) is a Gorenstein artinian ring. If \(S\) is a Gorenstein ring, then \(0 : S (0 : S I) = I\) for all ideals \(I\) in \(S\). Therefore without loss of generality we may assume that \(J = 0 : S K\) for some ideal \(K \subset S\). The following result is an adaptation of Proposition 4.1 in [10].

**Lemma 1.2.** Let \((S, m_S)\) be a Gorenstein artinian local ring and let \(K\) be an ideal minimally generated by \(f_1, \ldots, f_n\) such that the ring \(R = S/(0 : S K)\) is almost Gorenstein, but not Gorenstein. Denote by \(K_i\) the ideal \((f_1, \ldots, \hat{f}_i, \ldots, f_n)\), where the element \(f_i\) is dropped from the list \(f_1, \ldots, f_n\). Then the equality

\[m_S = f_i : S K_i + (K_i(f_i : S K_i)) : S f_i,\]
holds for all \(i \in \{1, \ldots, n\}\).

In particular, the equality
\[
m_S = f_i : S K_i + K_i : S f_i,
\]
holds for all \(i \in \{1, \ldots, n\}\).

**Proof.** The last statement follows from the first, as \((f_i : S K_i)K_i \subseteq K_i \subseteq m_S\).
Without loss of generality we may assume that \(i = 1\). Let \(I = (0 : S f_1)\) and denote by \(J = (0 : S K)\). As \(J \subseteq I\) and \(S/J\) is almost Gorenstein, one has the inclusion
\[
(1.0.1)
\]
\[J : S (J : S I) \subseteq I : S m_S.
\]
We first show that \(J : S (J : S I) = (0 : S K(f_1 : K))\). Indeed, the following equalities hold:
\[
\begin{align*}
J : S (J : S I) &= (0 : S K) : S (J : S I), & \text{by definition of } J, \\
&= (0 : S K(J : S I)), & \text{applying Lemma 1.1 (1),} \\
&= (0 : S K((0 : S K) : S I))), & \text{by definition of } J, \\
&= (0 : S K((0 : S I) : S K)), & \text{applying Lemma 1.1(1),} \\
&= (0 : S K(f_1 : S K)), & \text{as } I = (0 : S f_1) \text{ and } S \text{ is Gorenstein.}
\end{align*}
\]

On the other hand, the right hand side of inclusion (1.0.1) can be written as
\[
I : S m_S = (0 : S f_1) : S m_S = 0 : S f_1 m,
\]
where the first equality holds by the definition of \(I\) and the second equality holds by Lemma 1.1(1).

Now inclusion (1.0.1) becomes \((0 : S K(f_1 : S K)) \subseteq 0 : S f_1 m\) and this, together with the assumption that \(S\) is Gorenstein, implies that
\[
f_1 m_S = K(f_1 : S K).
\]

In particular, for every element \(x \in m_S\) we can write \(xf_1 = \sum_{i=1}^n u_i f_i\), with \(u_i \in (f_1 : S K) = (f_1 : K_1)\) and hence \((x - u_1)f_1 = \sum_{i=2}^n u_i f_i\). This implies that \((x - u_1)f_1 \in (f_1 : K_1)K_1\). Finally \(x\) is an element of
\[
((f_1 : S K_1)K_1) : S f_1 + f_1 : S K_1.
\]

As \(x\) is an arbitrary element in the maximal ideal \(m\), we have the thesis.

\[\square\]

**Remark 1.3.** The conditions in Lemma 1.2 are not sufficient for a ring to be almost Gorenstein. Take for example \(S = k[x, y, z, u]/(x^2, y^2, z^2, u^2), f_1 = xz, f_2 = yz, f_3 = xu, f_4 = yu\) so that \(R = k[x, y, z, u]/(x^2, y^2, z^2, u^2, xy, zu)\). For the ideal \(I = (u)\) we obtain \(0 : R (0 : R I) = m_R\) but \(I : R m_R = (u, yz, xz)\), showing that \(R\) is not almost Gorenstein.

On the other hand it is easy to check that \(K_i : S f_i = m_S\) for every \(i = 1, \ldots, 4\).

Now we give the proof of the Main Theorem, Theorem 1.4. We will use \(\Omega_R(M)\) to denote the \(i\)th syzygy of an \(R\)-module \(M\).
THEOREM 1.4. Let \((R, \mathfrak{m}_R, k)\) be a local noetherian ring which is almost Gorenstein with canonical module \(\omega_R\). Assume that \(R\) is not Gorenstein, and write \(R = S/J\), where \((S, \mathfrak{m}_S, k)\) is an artinian Gorenstein local ring. Let \(c = \dim_k (J :_S \mathfrak{m}_S)/(\mathfrak{m}_S J :_S \mathfrak{m}_S)\) and assume \(c > 0\). Then the vector space \(k^c\) is a direct summand of the second syzygy of the canonical module \(\omega_R\).

PROOF. In the following, denote by \(y'\) the image in \(R\) of an element \(y \in S\). Since \(S\) is Gorenstein, we may assume that \(J = (0 :_S K)\), for some ideal \(K = (f_1, \ldots, f_n)\). The canonical module \(\omega_R\) is given by

\[
\text{Hom}_{S}(R, S) = \text{Hom}_{S}(S/(0 :_S K), S) \cong 0 :_S (0 :_S K) = K,
\]

where equality holds as \(S\) is Gorenstein. Let

\[
\cdots \longrightarrow R^p \xrightarrow{\partial_2} R^m \xrightarrow{\partial_1} R^n \xrightarrow{\partial_0} K \longrightarrow 0
\]

be a minimal presentation of the canonical module.

By the last statement in Lemma 1.2, we can choose a set of minimal generators \(x_1, \ldots, x_e\) of the maximal ideal \(\mathfrak{m}_S\), such that \(x_i \in f_1 :_S (f_2, \ldots, f_n)\) or \(x_i \in (f_2, \ldots, f_n) :_S f_1\) for every \(i = 1, \ldots, e\).

Let \(u \in (J :_S \mathfrak{m}_S) \setminus (\mathfrak{m}_S J :_S \mathfrak{m}_S)\). There exists an \(h \in \{1, \ldots, e\}\) such that \(x_h u \notin \mathfrak{m}_S J\), and there is a relation \(a_1 f_1 + a_2 f_2 + \cdots + a_n f_n = 0\) in \(S\), such that either \(a_1 = x_h\) or \(a_2 = x_h\). The column vectors \(D' = (a_1', \ldots, a_n')\) is part of a minimal generating set for the module of first syzygies. After a choice of basis, we may assume that \(D'_1 = D', D'_2, D'_3, \ldots, D'_m\) are the columns of \(\partial_1\). Let \(D_1, D_2, \ldots, D_m\) denote the liftings of these vectors to \(S^n\), and let \(D\) denote the matrix with columns \(D_1, \ldots, D_m\).

We claim that the \(m\)-tuple \(u' \in R^m\) which has \(u'\) in the first entry and zero in all the other entries is part of a minimal generating set for the module \(\Omega_R^2(\omega_R)\). To prove the claim, denote by \(B' = (b'_{ij})\) the matrix representing \(\partial_2\). It is clear by the choice of \(u\) that \(u'\) is in the kernel of \(\partial_1\). Assume that \(u'\) is not part of a minimal set of generators of the second syzygy and denote by \(u\) the lift of \(u'\) to \(S^n\) where all the entries are equal to zero except the first entry which is equal to \(u\). This implies that we can write the \(u\) as follow

\[
u = c_1 \begin{pmatrix} b_{11} \\ \vdots \\ b_{m1} \end{pmatrix} + \cdots + c_p \begin{pmatrix} b_{1p} \\ \vdots \\ b_{mp} \end{pmatrix} + j
\]

where \(c_i\) are elements of the maximal ideal \(\mathfrak{m}_S\) and \(j \in JS^n\). Moreover we have

\[
b_{1}, D_1 + \cdots + b_{m}, D_m \in JS^n
\]

for all \(i = 1, \ldots, p\). This implies that \(\partial_1 u = \sum c_i (b_{1j} D_1 + \cdots + b_{mj} D_m) \in mJS^n\).

On the other hand, either the first component or the second component of \(Du\), according to whether \(x_h\) appears in the first component or the second component of \(D_1\), is equal to \(x_h u\) which by assumption is not in \(\mathfrak{m}_S J\).

If \(u_1, \ldots, u_e\) are elements in \((J :_S \mathfrak{m}_S)\) such that their representatives in \((\mathfrak{m}_S J :_S \mathfrak{m}_S)\) are a basis, one can then construct vectors \(u'_1 \in R^m\) using the same procedure as above, and the same argument shows that they are part of a minimal system of generators of \(\Omega_R^2(\omega_R)\). The \(R\)-module spanned by these vectors is isomorphic to \(k^c\), and it is a direct summand of \(\Omega_R^2(\omega_R)\).

\[\square\]
Before closing the section, we record a remark which gives a condition equivalent to the hypothesis in the Main Theorem; it will be used in the later sections.

**Remark 1.5.** Assume \( R = S/J \) it is the quotient of an artinian Gorenstein ring \( S \), and we write \( J = 0 :_S K \), for some ideal \( K \subset S \), then we have

\[
mSJ :_S mS \neq J :_S mS \iff mSK :_S mS \neq K :_S mS.
\]

Indeed, one has \( J :_S mS = mSJ :_S mS \) if and only if

\[
(0 :_S K) : mS = mS(0 :_S K) :_S mS,
\]

or equivalently, as \( S \) is Gorenstein, if and only if

\[
0 :_S ((0 :_S K) :_S mS) = 0 :_S (mS(0 :_S K) :_S mS).
\]

The first term of the equality (1.0.2) is equal to \( 0 :_S (0 :_S mSK) \) by (1.1)(1) applied to \( K \) and \( mS \), and hence it is equal to \( mSK \) as \( S \) is Gorenstein.

For the second term in the equality (1.0.2) the following equalities hold:

\[
0 :_S (mS(0 :_S K) :_S mS) = mS[0 :_S mS(0 :_S K)], \text{ by Lemma 1.1(2),}
\]
\[
= mS((0 :_S (0 :_S K)) :_S mS), \text{ by Lemma 1.1(1),}
\]
\[
= mS(K :_S mS) \quad \text{as } S \text{ is Gorenstein.}
\]

In particular (1.0.2) holds if and only if \( mS(K :_S mS) = mSK \) or, equivalently, if and only if \( K :_S mS = mSK :_S mS \).

2. Examples of Almost Gorenstein Rings

**Remark 2.1.** A ring \( R \) is called Teter if \( R = S/(\delta) \) where \( S \) is a Gorenstein artinian ring with socle element generated by \( \delta \). By Theorem 2.1 and Proposition 1.1 of [10] a Teter ring is an almost Gorenstein ring.

In [10], the authors prove that quotiens of Cohen-Macaulay rings of finite Cohen-Macaulay type via a special system of parameters are almost Gorenstein. We adapt their proof to show the following

**Proposition 2.2.** Let \((R, m, k)\) be a Cohen-Macaulay ring such that \( m\text{Ext}_R^1(M, R) = 0 \) for all maximal Cohen-Macaulay module \( M \). Then \( R/(x) \) is an almost Gorenstein ring for all systems of parameters \( x \).

**Proof.** Let \( I \) be any ideal of \( R \) containing the ideal generated by \( x \). We need to show that \( (x)_R (x)_R I \subseteq I :_R m \). Assume that \( I \) is generated by \( f_1, \ldots, f_n \) and consider the short exact sequence

\[
0 \to \frac{R}{(x)} I \to \left( \frac{R}{(x)} \right)^n \to N \to 0,
\]

where the first map is given by \( \varpi \to (f_1u, \ldots, f_nu) \). Applying the functor \( \text{Hom}_R(\ , R/(x)) \) to the short exact sequence we obtain:

\[
0 \to \text{Hom}_R(N, \frac{R}{(x)}) \to \text{Hom}_R\left( \frac{R}{I}, \frac{R}{(x)} \right)^n \to \text{Hom}_R\left( \frac{R}{(x)} :_I \frac{R}{(x)} \right) \to \text{Ext}^1_R(N, \frac{R}{(x)}).
\]

The cokernel of the middle map is the cokernel of:

\[
\oplus \frac{(x)_R I}{(x)} \to \frac{(x)_R ((x)_R I)}{(x)}
\]
given by \((\pi_1, \ldots, \pi_n) \to f_1u_1 + \cdots + f_nu_n\). The cokernel is therefore isomorphic to 
\(\frac{e_1}{x_1+1} + \frac{e_2}{x_2+1} + \cdots + \frac{e_m}{x_m+1}\) and embeds in 
\(\operatorname{Ext}_R^1(N, R/(x))\). As \((x) \subseteq \operatorname{ann}_R \operatorname{Ext}_R^1(N, R/(x))\), we obtain the isomorphism 
\(\operatorname{Ext}_R^1(N, R/(x)) \cong \operatorname{Ext}_R^{d+1}(N, R)\) which is isomorphic to 
\(\operatorname{Ext}_R^1(\Omega^d(N), R)\) and therefore annihilated by \(m\). This implies that 
\(m\frac{e_1}{x_1+1} + \frac{e_2}{x_2+1} + \cdots + \frac{e_m}{x_m+1}\) = 0 and therefore the thesis.

\[\square\]

3. Almost Gorenstein rings and totally reflexive modules

We begin with the definition of totally reflexive modules.

**Definition 3.1.** An \(R\)-module \(M\) is totally reflexive if and only if \(M^{**} \cong M\) and 
\(\operatorname{Ext}_R^i(M, M) = 0\) for all \(i > 0\).

The following lemma is well-known by the experts. We include the proof for easy reference.

**Lemma 3.2.** Let \((R, m, k)\) be a local ring with canonical module \(\omega_R\). If \(k\) is a 
direct summand of any syzygy of \(\omega_R\) then there are no non-free totally reflexive modules.

**Proof.** Let \(X\) be a totally reflexive module. By definition, \(\operatorname{Ext}_R^i(X, F) = 0\) 
for every free module \(F\) and for every \(i > 0\). Applying the functor \(\operatorname{Hom}_R(X, \_ )\) 
to the short exact sequence \(0 \to \Omega_R^1(\omega_R) \to F \to \omega_R \to 0\), one obtains the equalities 
\(\operatorname{Ext}_R^i(X, \omega_R) = \operatorname{Ext}_R^{i+1}(X, \Omega_R^i(\omega_R))\) for every \(R\)-module \(M\). In particular, 
\(\operatorname{Ext}_R^{i+1}(X, k) = 0\) if \(k\) is a direct summand of \(\Omega_R^i(\omega_R)\). This shows that \(X\) has finite 
projective dimension and therefore it is free, by the Auslander-Bridger formula (see for example Theorem 1.4.8 [7]) and the Auslander-Buchsbaum formula (see for example Theorem 1.3.3 [6]).

**Remark 3.3.** In [12] Theorem 1.6 and Remark 1.8 (e) it is shown that if a 
local ring \(R\) can be written as a quotient \(S/J\), where \((S, m_S)\) is a local ring such 
that \(\dim_k(J :_S m_S)/(m_SJ :_S m_S) \geq 2\) then there are no non-free totally reflexive modules. The Main Theorem and Lemma 3.2 show that for almost Gorenstein rings the conclusion holds even in the case when \(\dim_k(J :_S m_S)/(m_SJ :_S m_S) \geq 1\).

**Corollary 3.4.** Let \(R\) be a Teter ring, then \(R\) does not admit totally reflexive modules which are not free.

**Proof.** Let \(S\) be an artinian Gorenstein ring such that \(R = S/(\delta)\), where \(\delta\) 
generates the socle of \(S\). As \(\delta :_S m_S\) strictly contains \(m_S\delta :_S m_S = 0 :_S m_S\), by 
Remark 2.1 the conditions of the Main Theorem are satisfied and therefore the corollary follows from Lemma 3.2.

Teter rings are the ring of smallest Gorenstein colength, for a definition see [1]. The following example shows that it is possible to have totally reflexive modules over rings of Gorenstein colength 2.

**Example 3.5.** The ring \(R = k[[x, y, z]]/(x^2, y^2, z^2, yz)\) has totally reflexive 
modules which are not free. On the other hand, let \(S = k[[x, y, z]]/(x^2, y^2, z^2)\) and 
\(J = (yz)S\) then \(J :_S m_S = (m_SJ :_S m_S)\). The ring \(R\) has Gorenstein colength 2.

We conclude the section with an example of an almost Gorenstein ring that 
admits a totally reflexive module, and therefore infinitely many by [8]. For the argument we use some facts which we collect in the following three remarks.
Remark 3.6. In [3], Theorem 3.1, the authors prove that if \((R, \mathfrak{m})\) is a local ring and \(y = y_1, \ldots, y_d\) is a regular sequence in \(\mathfrak{m}^2\) then \(R/(y)\) has a totally reflexive module.

Remark 3.7. Let \((R, \mathfrak{m})\) be a local ring. Let \(M\) be a finitely generated \(R\)-module and \(0 \to \Omega^1_R(M) \to F \to M \to 0\) be the beginning of a minimal free resolution of \(M\). For every element \(x\) of the maximal ideal, denote by \(\mu_x\) the multiplication by \(x\). If for every \(x\) in a minimal set of generators of \(\mathfrak{m}\) there exists a linear map \(\phi_x\) such that the diagram:

\[
\begin{array}{c}
0 \xrightarrow{} \Omega^1_R(M) \xrightarrow{\mu_x} F \xrightarrow{} M \xrightarrow{} 0 \\
0 \xrightarrow{} \Omega^1_R(M) \xrightarrow{\phi_x} F \xrightarrow{} M \xrightarrow{} 0 \\
\end{array}
\]

commutes, then \(\mathfrak{m}\) \(\text{Ext}^1_R(M, N) = 0\) for all modules \(N\).

Remark 3.8. Let \((R, \mathfrak{m})\) be a local Cohen-Macaulay ring with canonical module \(\omega_R\). For every \(R\)-module \(N\), denote by \(N^\vee\) the \(R\)-module \(\text{Hom}_R(N, \omega_R)\). Let \(M\) and \(L\) be two maximal Cohen-Macaulay modules. There exists an isomorphism \(\phi : \text{Ext}^1_R(M, L) \to \text{Ext}^1_R(L^\vee, M^\vee)\) such that \(\phi(\xi_1) = \xi_2\) where

\[
\xi_1 : 0 \to L \to X \to M \to 0
\]

and

\[
\xi_2 : 0 \to M^\vee \to X^\vee \to L^\vee \to 0
\]

is obtained by applying \(\text{Hom}_R(\cdot, \omega_R)\) to \(\xi_1\).

Example 3.9. The ring \(R = \mathbb{C}[[x, y, z, u, v]]/(xz - y^2, xv - yu, yv - zu)\) is of finite Cohen Macaulay type and its only indecomposable maximal Cohen-Macaulay modules are \(\mathfrak{m}\), the ideals \(\omega_R \cong \alpha = (x, y)\), \(\alpha^2 = (x^2, y^2, xy)\), \(\beta = (x, y, u)\) and the \(R\)-module \(\Omega^1_R(\beta)\). For a proof of this see for example [14]. In the following we show that the maximal ideal \(\mathfrak{m}\) annihilates all the \(R\)-modules \(\text{Ext}^1_R(M, R)\) for \(M\) maximal Cohen-Macaulay.

For the ideal \(\alpha\), the first syzygy \(\Omega^1_R(\alpha)\) is generated by

\([-v, u], [-z, y], [-y, x]\).

The following list gives the maps of Remark 3.7

\[
\begin{align*}
\phi_x &= \begin{pmatrix} y & z-y \\ -x & -y+x \end{pmatrix} & \phi_y &= \begin{pmatrix} -y & 0 \\ x & 0 \end{pmatrix} \\
\phi_z &= \begin{pmatrix} z & 0 \\ -y & 0 \end{pmatrix} & \phi_v &= \begin{pmatrix} v-y & -z \\ -u+x & y \end{pmatrix} \\
\phi_u &= \begin{pmatrix} y & 0 \\ -u & 0 \end{pmatrix}
\end{align*}
\]

In particular, by Remark 3.7, we have that \(\mathfrak{m}\) \(\text{Ext}^1_R(\alpha, N) = 0\) for every \(R\)-module \(N\).

For every maximal Cohen-Macaulay module \(M\), the following holds:

\[\text{ann}_R(\text{Ext}^1_R(M, R)) = \text{ann}_R(\text{Ext}^1_R(\omega_R, M^\vee)) = \text{ann}_R(\text{Ext}^1_R(\alpha, M^\vee)) = \mathfrak{m},\]

where the second equality follows from Remark 3.8. Now the sequence \(x^2, v^2, z^2 + u^2\) is a system of parameters of \(R\) contained in \(\mathfrak{m}^2\). Therefore \(R/(x^2, v^2, z^2 + u^2)\) is almost Gorenstein by Lemma 2.2 and has a totally reflexive module by Remark 3.6.
4. The monomial case

The main result of this section deals with artinian almost Gorenstein rings which are obtained as quotients of polynomial rings by monomial ideals.

**Theorem 4.1.** Let \( S = k[x_1, \ldots, x_d]/(x_1^{A_1}, \ldots, x_d^{A_d}) \), and let \( f_1, \ldots, f_n \) be monomials in \( S \) such that \( R = S/0 :_S (f_1, \ldots, f_n) \) is almost Gorenstein. Then the residue field is a direct summand of the first or second syzygy of the canonical module \( \omega_R \).

The proof of Theorem 4.1 will be given after we prove the following:

**Theorem 4.2.** Let \( S = k[x_1, \ldots, x_d]/(x_1^{A_1}, \ldots, x_d^{A_d}) \), and let \( f_1, \ldots, f_n \) be monomials in \( S \) such that

1. \( f_i \) does not divide \( f_j \) for every \( i \neq j \);
2. \( x_i \) divides \( f_j \) for all \( i \in \{1, \ldots, d\} \) and for all \( j \in \{1, \ldots, n\} \);
3. \( (x_1, \ldots, x_u) \subseteq \sum_{i=1}^n f_i :_S (f_1, \ldots, f_n) \).

Then, one of the following conclusions holds:

(A) There exists an \( i \in \{1, \ldots, n\} \) and a \( j \in \{1, \ldots, u\} \) such that
\[
\frac{f_i}{x_j} \in (f_1, \ldots, f_n) :_S (x_1, \ldots, x_u);
\]

(B) There exist mutually disjoint sets \( S_1, \ldots, S_n \subseteq \{1, \ldots, u\} \) such that for all \( i \in \{1, \ldots, n\} \) and all \( j \in \{1, \ldots, u\} \), \( x_j f_i \neq 0 \iff j \in S_i \).

**Proof.** Before we proceed with the proof, we establish some claims that we will use later. Write each \( f_j = \Pi_{i=1}^n x_i^{N_{ji}} \), with \( N_{ji} < A_i \).

**Claim 1:** If \( x_i f_j \in (f_k) \), for some integers \( i, j, k \) then one of the following cases hold:

(i) \[
\begin{cases}
N_{ji} = N_{ki} - 1 \\
N_{ji} \geq N_{kl}, \text{ for every } l \neq i
\end{cases}
\]
(ii) \( N_{ji} = A_i - 1 \)

Moreover, for fixed \( j, k \), the first case can hold for at most one \( i \).

**Proof of Claim 1:** Note that (ii) is equivalent to \( x_i f_j = 0 \) in \( S \). If \( 0 \neq x_i f_j \in (f_k) \), then (ii) is obtained by comparing the exponents of each variable for \( x_i f_j \) and \( f_k \).

The fact that \( N_{ji} = N_{ki} - 1 \) is due to the assumption that \( f_k \) does not divide \( f_j \).

For the last statement, assume that there are two indeces \( i_1 \) and \( i_2 \) such that

\[
\begin{cases}
N_{ji_1} = N_{ki_1} - 1 \\
N_{ji} \geq N_{kl}, \text{ for every } l \neq i_1
\end{cases}
\]

and

\[
\begin{cases}
N_{ji_2} = N_{ki_2} - 1 \\
N_{ji} \geq N_{kl}, \text{ for every } l \neq i_2
\end{cases}
\]

then, \( N_{ki_2} - 1 = N_{ji_2} \geq N_{ki_2} \) which is a contradiction.

**Claim 2:** If conclusion B holds but A does not hold, then we have the following:

(i) each set \( S_i \) has cardinality at least 2;
(ii) for every \( k \in S_i \) we have \( x_k \in (f_i) :_S (f_1, \ldots, f_n) \), and \( x_k \notin f_j :_S (f_1, \ldots, f_n) \) for all \( j \neq i \).
Proof of Claim 2: Assume that there exist indices \( i \) and \( k \) such that \( S_i = \{ x_k \} \). Since \( x_k f_j = 0 \) for all \( j \neq i \), it follows that case (A) holds, as
\[
f_i \in f_i : S (f_1, \ldots, f_n).
\]
For (ii), let \( k \in S_i \). Assume that \( x_k \in f_j : S (f_1, \ldots, f_n) \) for some \( j \neq i \). Then \( 0 \neq x_k f_i \in (f_j) \). As we may assume (i), there exists an \( l \in S_i \) such that \( l \neq k \). By Claim 1, we have \( N_{il} \geq N_{jl} \). As \( l \notin S_j \), we have \( x_l f_j = 0 \), and thus \( N_{il} = A_i - 1 \). This contradicts the fact that \( N_{il} < A_i - 1 \).

The proof of the theorem goes by induction on the number of variables \( d \), the case \( d = 1 \) being obvious. Assume that the theorem holds for \( d - 1 \) variables. We now induct on the number \( n \) of polynomials. Assume that the theorem holds in the case of \( n - 1 \) polynomials.

Claim 3: If there exists \( k \in \{ 1, \ldots, u \} \) such that \( x_k f_i = 0 \) for all \( i \in \{ 1, \ldots, n \} \), then we are done by induction on the number of variables. In particular, whenever conclusion B holds for a subset of \( \{ f_1, \ldots, f_n \} \) with respect to a subset \( \{ x_1, \ldots, x_s \} \) of \( \{ x_1, \ldots, x_n \} \), we may assume that the sets \( S_1, S_2, \ldots \) asserted in Conclusion B form a partition of \( \{ 1, \ldots, s \} \).

Indeed, we can write \( f_i = x_k^{d-1} f_i' \), with \( f_i' \in k[x_1, \ldots, x_k, \ldots, x_d] \). Assumptions (1), (2), (3) hold for \( \{ f_1', \ldots, f_n' \} \) viewed as monomials in \( d - 1 \) variables. If conclusion (A) holds for \( \{ f_1', \ldots, f_n' \} \), then it also holds for \( \{ f_1, \ldots, f_n \} \). Similarly, if conclusion (B) holds for \( \{ f_1', \ldots, f_n' \} \), then it also holds for \( \{ f_1, \ldots, f_n \} \) (with the same choice of the sets \( S_i \)).

Claim 4: Assume that conclusion B holds for \( \{ f_1, \ldots, f_{n-1} \} \) with respect to a set of variables \( \{ x_1, \ldots, x_s \} \), with \( s \leq u \). Let \( S'_1, \ldots, S'_{n-1} \subset \{ 1, \ldots, s \} \) be the sets asserted in Conclusion B. Let \( k \in \{ 1, \ldots, s \} \), and let \( i \in \{ 1, \ldots, n-1 \} \) be such that \( k \in S'_i \).

Then we have either \( x_k \in f_i : S (f_1, \ldots, f_n) \), or \( x_k \in f_n : S (f_1, \ldots, f_n) \). Among the \( k \)'s for which the first situation occurs, we can have \( x_k f_n \neq 0 \) for at most one such \( k \).

Proof of Claim 4: By Claim 2 (ii), we cannot have \( x_k \in f_j : S (f_1, \ldots, f_{n-1}) \) for any \( i \neq j \leq n - 1 \). Thus, we have either \( x_k \in f_i : S (f_1, \ldots, f_n) \), or \( x_k \in f_n : S (f_1, \ldots, f_n) \). For the last part of the claim, assume that \( x_k f_i \in (f_i), \) and \( x_k f_n \in (f_i) \), with \( k_1 \in S'_i \), and \( k_2 \in S'_{i2} \). We need to show that one of \( x_k f_i \) or \( x_k f_n \) is zero. If \( i_1 = i_2 \), this follows from Claim 1. Assume that \( i_1 \neq i_2 \) and \( x_k f_n \neq 0 \). Then \( N_{ik_1} = N_{ik_1} - 1 \). As \( N_{il} \geq N_{il} \) for all \( l \neq k_1 \). In particular, \( N_{nk_2} \geq N_{ik_2} \). Since \( k_2 \notin S'_{i1} \), we have \( x_k f_i = 0 \), and thus \( x_k f_n = 0 \).

Claim 5: If
\[
(x_1, \ldots, x_u) \subseteq \sum_{i \neq i} f_i : S (f_1, \ldots, f_n).
\]
for some \( i \in \{ 1, \ldots, n \} \), then conclusion A holds.

Proof of Claim 5: Assume that \( (x_1, \ldots, x_u) \subseteq \sum_{i=1}^{n-1} f_i : S (f_1, \ldots, f_n) \). The assumptions (1),(2),and (3) in the theorem are satisfied for \( \{ f_1, \ldots, f_{n-1} \} \) with respect to the variables \( \{ x_1, \ldots, x_u \} \), and by the induction hypothesis either A or B holds. If (A) holds for \( \{ f_1, \ldots, f_{n-1} \} \) then it also holds for \( \{ f_1, \ldots, f_n \} \), and we are done.

Assume that (B) holds for \( \{ f_1, \ldots, f_{n-1} \} \). Let \( \{ 1, \ldots, u \} = S'_1' \cup \cdots \cup S'_{n-1} \) be the partition asserted in conclusion (B). By Claim 4, for each \( k \in \{ 1, \ldots, u \} \) we
have either \( x_k \in f_i : S f_n \) or \( x_k \in f_n : S f_i \), where \( i \in \{1, \ldots, n-1\} \) is such that \( k \in S_i' \).

If the first situation occurs for all \( k \in \{1, \ldots, u\} \), then Claim 3 shows that \( x_k f_n = 0 \) for all values of \( k \) except one, say \( k_0 \). Then conclusion A holds, with

\[
\frac{f_n}{x_{k_0}} \in (f_1, \ldots, f_n) : S (x_1, \ldots, x_u).
\]

Assume that there exists a \( k_0 \) such that \( x_{k_0} f_{i_0} \in (f_n) \) holds, where \( i_0 \) is such that \( k_0 \in S_{i_0}' \). Note that \( x_{k_0} f_{i_0} \neq 0 \), so we have \( N_{i_0 l} \geq N_{nl} \) for all \( l \neq k_0 \). By Claim 2(i), we may assume that \( S_{i_0}' \) has cardinality at least two. Let \( k' \in S_{i_0}' \), \( k' \neq k \).

Since \( N_{nk'} \leq N_{i_0 k'} < A_{k'} - 1 \), it follows that \( x_{k'} f_n \neq 0 \) for all \( k_0 = k' \in S_{i_0}' \). Also, by Claim 1, we cannot have \( x_{k'} f_{i_0} \in (f_n) \). The only remaining possibility is that \( 0 \neq x_{k'} f_n \in (f_{i_0}) \), and therefore \( N_{nl} \geq N_{i_0 l} \) for all \( l \neq k' \). In particular, \( x_j f_n = 0 \) for all \( j \in S_{i_0}' \). It follows that conclusion A holds, with

\[
\frac{f_n}{x_{k_0}} \in (f_1, \ldots, f_n) : S (x_1, \ldots, x_u).
\]

Indeed, for \( k' \in S_{i_0}' \), \( k' \neq k_0 \) we have \( x_{k'} f_n \in (f_{i_0}) \), and \( N_{nk_0} = N_{i_0 k_0} + 1 \), from which we see that

\[
\frac{f_n}{x_{k_0}} x_{k'} \in (f_{i_0}).
\]

Claim 5 allows us to rename the variables so that we may assume that

\[
(4.0.1) \quad x_1, \ldots, x_s \notin f_n : S (f_1, \ldots, f_{n-1}, f_n)
\]

\[
(4.0.2) \quad x_{s+1}, \ldots, x_u \in f_n : S (f_1, \ldots, f_{n-1}, f_n)
\]

We apply the induction hypothesis to \( \{f_1, \ldots, f_{n-1}\} \) with respect to the variables \( \{x_1, \ldots, x_s\} \).

Assume that conclusion B holds for \( \{f_1, \ldots, f_{n-1}\} \) with respect to \( \{x_1, \ldots, x_s\} \), but A does not. Let \( \{1, \ldots, s\} = S'_1 \cup \ldots \cup S'_{n-1} \) be the partition asserted by B.

We claim that

\[
(4.0.3) \quad x_l f_1 = \ldots x_l f_{n-1} = 0, \quad \text{for all} \quad s + 1 \leq l \leq u.
\]

Indeed, assume by way of contradiction that there exists an \( l \in \{s + 1, \ldots, u\} \) and an \( i \leq n - 1 \) such that \( x_l f_i \neq 0 \). Since \( x_l f_i \in (f_n) \), we must have \( N_{lk} \geq N_{lk} \forall k \neq l \).

In particular, for \( k \in S'_l \), we have \( N_{ik} < A_k - 1 \), and thus \( N_{nk} < A_k - 1 \), which means that \( x_k f_n \neq 0 \). Since we may assume that \( S'_i \) has cardinality at least two, Claim 4 shows that there exists a \( k \in S'_i \) with \( x_k f_i \in (f_n) \). The fact that both \( x_j f_i \) and \( x_k f_i \) are nonzero elements in \( (f_n) \) contradicts Claim 1.

Equation 4.0.1 and Claim 4 show that we have two possibilities:

1. There exists a \( k \in \{1, \ldots, s\} \) with \( 0 \neq x_k f_n \in (f_i) \), where \( k \in S'_i \), and \( x_l f_n = 0 \) for all \( l \in \{1, \ldots, s\}, l \neq k \). Then we also have \( x_l f_n = 0 \) for all \( l \in \{s + 1, \ldots, u\} \), because \( N_{nl} \geq N_{il} \), and Equation 4.0.3 shows that \( N_{il} = A_{l-1} \). It follows that conclusion A holds, as

\[
\frac{f_n}{x_k} \in (f_1, \ldots, f_n) : (x_1, \ldots, x_u).
\]

2. \( x_k f_n = 0 \) for all \( k \in \{1, \ldots, s\} \). If \( x_l f_n \neq 0 \) for all \( l \in \{s + 1, \ldots, u\} \), then conclusion B holds for \( \{f_1, \ldots, f_{n-1}\}, \{x_1, \ldots, x_u\} \), with \( S_i = S'_i \) for \( i \leq n - 1 \), and \( S_n = \{s + 1, \ldots, u\} \). Otherwise, assume that \( x_l f_n = 0 \) for some \( l \in \{s + 1, \ldots, u\} \).
Use Equation 4.0.3 to see that $x_l f_l = 0$ for all $i \in \{1, \ldots, n\}$, and thus we are done by induction on the number of variables, by Claim 3.

Now assume that conclusion A holds for $\{f_1, \ldots, f_{n-1}\}$ with respect to the variables $\{x_1, \ldots, x_s\}$. Without loss of generality, we may assume that

$$f_1 \in (f_1, f_2, \ldots, f_{n-1}) :_{S} (x_1, \ldots, x_s).$$

If

$$x_l f_1 \in (f_n), \quad \text{for every } s + 1 \leq l \leq u,$$

then conclusion A would hold for $\{f_1, \ldots, f_n\}$, $\{x_1, \ldots, x_u\}$, and we would be done. We know that $x_l f_1 \in (f_n)$ for all $s + 1 \leq l \leq u$ by equation 4.0.2. If $x_l f_1 = 0$ for all $s + 1 \leq l \leq u$, or if $N_{11} > N_{n1}$ then equation 4.0.5 holds. Without loss of generality we may assume that

$$N_{11} \leq N_{n1}$$

and $x_l f_1 \neq 0$ for some $s + 1 \leq l \leq u$. By Claim 1, there exists just one value of $l$, say $l = s + 1$ such that $x_l f_1 \neq 0$ (since we have $x_l f_1 \in (f_n)$ for all $l \geq s + 1$). So we may assume

$$x_{s+1} f_1 \neq 0, \quad N_{11} = N_{n1} \text{ and } x_l f_1 = 0, \quad \text{for all } s + 2 \leq l \leq u$$

Claim 6: With the above assumptions, the following holds:

$$x_{2} f_1 = \ldots x_s f_1 = 0$$

If, say, $x_2 f_1 \neq 0$, then

$$0 \neq x_2 \frac{f_1}{x_1} \in (f_i)$$

for some $i \leq n - 1$, which implies that $N_{11} > N_{i1}$ and $N_{1s+1} \geq N_{is+1}$. As by equation 4.0.2, $x_{s+1} f_1 \in (f_n)$ then we obtain the following two possibilities:

1. either $x_{s+1} f_1 = 0$, which implies $x_{s+1} f_1 = 0$, contradicting 4.0.7; or
2. $N_{11} \geq N_{n1}$, which implies $N_{11} > N_{n1}$, contradicting 4.0.6.

This proves Claim 6.

Because of Claim 5, we may assume that there exists an index $j$, such that $1 \leq j \leq s$ and

$$x_j \in f_1 :_{S} (f_2, \ldots, f_n)$$

We may assume that

$$x_1 f_1 \neq 0, \quad \text{and therefore } x_1 f_n \neq 0 (\text{since } N_{11} = N_{n1}).$$

Otherwise, by 4.0.7 and 4.0.8, $x_l f_1 = 0$ for all $l \in \{1, \ldots, s, s + 2, \ldots, u\}$, and it follows that condition A holds:

$$\frac{f_1}{x_{s+1}} \in (f_1, \ldots, f_n) :_{S} (x_1, \ldots, x_u).$$

The following cases finish the proof of the theorem.

1. Assume $j = 1$. Since $x_1 f_n \in (f_1)$ and $N_{11} = N_{n1}$, by 4.0.7, then $x_1 f_n = 0$ contradicting 4.0.10.
2. Assume $j \geq 2$. We may assume $j = 2$. By 4.0.7 and 4.0.8 we have $x_l f_1 = 0$ for all $l \neq 1, s + 1$. We may assume that $x_1 f_1 \neq 0$, by 4.0.10.
(a) Assume that $x_2 f_n \neq 0$. We know $x_1 \in f_i : S (f_1, \ldots, f_u)$ for some $i \in \{1, \ldots, n-1\}$. As $0 \neq x_2 f_n \in (f_1)$ and $x_1 f_1 \neq 0$, by Claim (1) it follows that $2 \leq i \leq n-1$ (because $N_{12} > N_{n2} \geq N_{i2}$, so $i \neq 1$). For such an $i$, we claim that

\begin{equation}
\frac{f_i}{x_1} \in (f_1, \ldots, f_n) : (x_1, \ldots, x_u).
\end{equation}

First notice that $N_{i1} = N_{n1} + 1 = N_{i1} + 1$, since $0 \neq x_1 f_n \in (f_i)$ and by 4.0.6. Moreover, as $x_2 f_n \neq 0$, by multiplying $x_1 f_n$ by $x_2$ we obtain that $0 \neq x_2 f_i \in (f_1)$ (we have $x_2 f_i \in (f_1)$ by equation 4.0.9, and we have $x_2 f_i \neq 0$ because $N_{i2} \leq N_{n2}$). Moreover, $\frac{x_2 f_i}{x_1} \in (f_1)$.

As $N_{i1} > N_{i1}$, if $x_1 f_i \neq 0$ for some $l \notin \{1, 2, s+1\}$, then $x_1 f_i \neq 0$, contradicting 4.0.6 and 4.0.7. As $x_{s+1} \in (f_n)$, we obtain $x_{s+1} f_i \in (f_n)$ and since $N_{i1} = N_{n1} + 1$ also $x_{s+1} \frac{f_i}{x_1} \in (f_n)$.

(b) Assume that $x_2 f_n = 0$. If $x_2 f_i = 0$, for all $i \in \{1, \ldots, u\}$ then we are done by Claim 3. So we may assume that there is a $t \notin \{1, n\}$ such that $x_2 f_i \neq 0$ and $x_2 f_i \in (f_1)$. Therefore $N_{12} = N_{n2} + 1$. As $x_1 f_i \in (f_n)$ for every $s+1 \leq t \leq u$, if $x_1 f_i \neq 0$ then $A_2 - 1 = N_{n2} \leq N_{i2}$ which contradicts $x_2 f_i = 0$. Therefore we have that $x_1 f_i = 0$ for all $s+1 \leq t \leq u$. Also, as $0 \neq x_2 f_i \in (f_1)$, we have $N_{ik} = N_{ik}$ for all $k \neq 2$. As $x_1 f_i = 0$ for all $l \notin \{1, 2\}$, it follows that $x_1 f_i = 0$ for all $l \notin \{1, 2\}$. If also $x_1 f_i = 0$ then conclusion A holds as

$$\frac{f_i}{x_2} \in (f_1, \ldots, f_n) : S (x_1, \ldots, x_u).$$

Assume that $x_1 f_i \neq 0$. Recall that $x_1 \in f_i : S (f_1, \ldots, f_u)$ for some $i \leq n-1$. We claim that

$$\frac{f_i}{x_1} \in (f_1, \ldots, f_n) : S (x_1, \ldots, x_u).$$

As $0 \neq x_1 f_i \in (f_i)$, we have $N_{ii} \leq N_{i1}$ for all $l \neq 1$. As $x_2 f_i \neq 0$ this implies that $x_2 f_i \neq 0$. As $x_2 f_i \in (f_i)$ by equation 4.0.9, and since $x_1 f_i = 0$ for $l \notin \{1, s+1\}$, we obtain that $x_1 f_i = 0$ for $l \notin \{1, 2, s+1\}$. To prove the claim, it is therefore enough to prove that $\frac{f_i}{x_1} \in (f_1)$ and $\frac{f_i}{x_1} x_{s+1} \in (f_n)$. As $0 \neq x_1 f_i \in (f_i)$ we obtain $N_{ii} = N_{i1} + 1 = N_{n1} + 1$, where the last equality follows from 4.0.7. This, together with the fact that $x_2 f_i \in (f_1)$ by equation 4.0.9, and $x_{s+1} f_i \in (f_n)$ by equation 4.0.2 concludes the claim.

Now we give the proof of Theorem 4.1

**Proof.** We may apply Theorem 4.2 to \{f_1, \ldots, f_n\}, \{x_1, \ldots, x_u\}.

Indeed, the assumption that $R = S/0 : S (f_1, \ldots, f_u)$ is almost Gorenstein implies hypothesis (3) of Theorem 4.2 by Lemma 4.3. We may assume without loss of generality that (1) holds by choosing $f_1, \ldots, f_n$ to be a minimal set of generators for the ideal they generate. In order to establish hypothesis (2), note that $R$ does
not change if we replace $S$ by $S' = k[x_1, \ldots, x_d]/(x_1^{A_1} + 1, \ldots, x_d^{A_d} + 1)$, and $f_1, \ldots, f_n$
by $f'_1, \ldots, f'_n$, where $f'_i = (x_1 \cdots x_d)f_i$.

If (A) holds, then we may apply Theorem 1.4 to conclude that a copy of the
residue field $k$ splits off the second syzygy of $\omega_R$. Take $K = (f_1, \ldots, f_n) \subset S$. From
conclusion (A) of Theorem 4.2, we have

$$\frac{f_i}{x_j} \in (K :S m_S) \setminus (m_S K :S m_S)$$

which, by Remark 1.5, implies $J :S m_S \neq m_S J :S m_S$, where $J = 0 :S K$, and now
Theorem 1.4 applies.

If (B) holds, we will check that $k$ is a direct summand of the first syzygy of $\omega_R$.
Let $S_1, \ldots, S_n$ be the sets asserted in Conclusion (B). We have

$$(x_1^{A_1}, \ldots, x_d^{A_d}) :S (f_1, \ldots, f_n) = (x_1^{A_1}, \ldots, x_d^{A_d}) + (x_jx_{j'} | j, j' \text{ not in the same } S_i).$$

The relations on the generators $f_1, \ldots, f_n$ of $\omega_R$ are $x_jf_i = 0$ for $j \notin S_i$, and
$(\Pi_{j \in S_i} x_j^{A_j-1})f_i = (\Pi_{j \in S_i} x_j^{A_j-1})f_i = 0$. Note that the latter relations are killed by
the maximal ideal, thus each of them generates a copy of $k$ which splits off the first
syzygy.

\[
\Box
\]

**Lemma 4.3.** Let $S = k[x_1, \ldots, x_d]/(x_1^{A_1}, \ldots, x_d^{A_d})$ and let $f_1, \ldots, f_n \in S$ be
monomials such that $S/0 :S (f_1, \ldots, f_n)$ is almost Gorenstein. Then we have

$$(x_1, \ldots, x_d) \subseteq \bigcup_{i=1}^n f_i :S (f_1, \ldots, f_n).$$

**Proof.** We will use $N_{ik}$ to denote the exponent of the variable $x_k$ in the
monomial $f_i$.

By Lemma 1.2, the almost Gorenstein assumption implies

$$x_i \in f_1 :S (f_2, \ldots, f_n) + [f_1 :S (f_2, \ldots, f_n)][(f_2, \ldots, f_n) :S f_1]$$

for all $i = 1, \ldots, d$.

Without loss of generality, we will show that $x_1 \in f_j :S (f_1, \ldots, f_n)$ for some
$j \in \{1, \ldots, n\}$.

If $x_1f_1 = 0$ for all $i = 1, \ldots, n$ then the conclusion follows. So there exist a $j$
such that $x_1f_j \neq 0$. Denote by $S$ the set of indexes $j$ such that $x_1f_j \neq 0$. There
are two cases: either $x_kf_j = 0$ for all $k \neq 1$ and for all $j \in S$ or there exists a $k \neq 1$
such that $x_kf_j \neq 0$ for some $j \in S$,

In the first case we have that $f_1 = x_1^{N_{11}}x_2^{A_2-1} \ldots x_d^{A_d-1}$

Assume that for a such that $x_1f_j \neq 0$ one has $x_kf_j = 0$ for all $k \neq 1$.

Choose a $j$ (say $j = 1$) such that $x_1f_j \neq 0$, and $x_kf_j \neq 0$ for some $k \neq 1$. If no
such $j$ exists, it is easy to see that $x_1 \in f_1 :S (f_2, \ldots, f_n)$ (where we assume that
$x_1f_1 \neq 0$ and $x_2f_1 = \ldots = x_df_1 = 0$).

Assume $x_1 \notin f_1 :S (f_2, \ldots, f_n)$. Then there exists a $j \in \{2, \ldots, n\}$, say $j = 2$,
such that $x_1f_1 = a_2f_2$ for some $a_2 \in f_1 :S (f_2, \ldots, f_n)$.

Assume that $x_2f_1 \neq 0$.

We know that $x_2f_1 \notin (f_2)$ by comparing the exponents of $x_1$ ($N_{ik} \geq N_{2k}$ for
$k \neq 1$, and $N_{11} = N_{21} - 1$). So $x_2 \notin f_2 :S (f_1, \ldots, f_n)$, thus there exists a $j$
such that $x_2f_j = a_jf_j$ with $a_j \notin f_j :S (f_1, \ldots, f_n)$. Note that $j \neq 1$, since $x_2f_j \notin (f_1)$
(by comparing the exponents of $x_j$, $j > 2$ -if there are more than 2 variables).

We may assume $j = 3$. We will use $a_{ik}$ to denote the exponent of the variable $x_k$
in the monomial $a_i$. We have $a_2 \in f_1 :S (f_2, \ldots, f_n)$, so in particular $a_2f_3 \in (f_1)$. 

This means that either $a_2f_3 = 0$, or, by comparing exponents in each variable, $a_{2k} + N_{3k} ≥ N_{1k}$ for all $k$.

We claim that $a_{2k}f_3$ cannot equal zero in $S$. If $a_{2k}f_3 = 0$, we must have $a_{2k} + N_{3k} ≥ A_k$ for some $k$. Since $a_{2k} = N_{1k} - N_{2k}$ for all $k ≠ 1$, and since $N_{2k} ≥ N_{3k}$ for $k ≠ 2$, we see that $a_{2k} + N_{3k} ≤ N_{1k} ≤ A_k$ for all $k ≠ 1, 2$. For $k = 1$, we have $a_{21} = 0$, so $a_{21} + N_{31} = N_{31} < A_1$. For $k = 2$, we have $N_{22} = N_{32} - 1$, so $a_{22} + N_{32} = N_{12} - N_{32} + 1 = N_{12} = 1$, which is less than $A_2$ since we are assuming $x_2f_1 ≠ 0$. This concludes the proof of the claim.

Now we have $a_{2k} + N_{3k} ≥ N_{1k}$ for all $k$.

For $k ≠ 1$, this means $N_{1k} - N_{2k} + N_{3k} ≥ N_{1k}$, thus $N_{3k} ≥ N_{2k}$. Since we already knew the inequality in the other direction, it follows that $N_{3k} = N_{2k}$ for $k ≠ 1, 2$. Thus, we have $a_{3k} = 0$ for $k ≠ 1, 2$, and we also know that $A_{32} = 0$, $a_{31} + N_{21} - N_{31}$, where $N_{21} = N_{11} + 1$ and $N_{31} ≥ N_{11}$, so that $a_{31}$ can be at most one. It follows that $a_3 = x_1$, and by our assumption on $a_3$ we now have $x_1 ∈ f_2 : S (f_1, . . . , f_n)$ as desired.
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