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Highlights

\begin{itemize}
  \item A new large eddy simulation reduced order model (LES-ROM) framework.
  \item A new approximate deconvolution ROM (AD-ROM) not of eddy viscosity type.
  \item Successful application of AD-ROM to 3D flow past cylinder at $Re = 1000$.
\end{itemize}

Abstract

This paper proposes a large eddy simulation reduced order model (LES-ROM) framework for the numerical simulation of convection-dominated flows. In this LES-ROM framework, the proper orthogonal decomposition (POD) is used to define the ROM basis and a ROM differential filter is used to define the large ROM structures. An approximate deconvolution (AD) approach is used to solve the ROM closure problem and develop a new AD-ROM. This AD-ROM is tested in the numerical simulation of the three-dimensional flow past a circular cylinder at a Reynolds number $Re = 1000$.
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1. Introduction

Reduced order models (ROMs) are an efficient approach to the numerical simulation of fluid flow, since they can reduce the computational time of a direct numerical simulation (DNS) by orders of magnitude while preserving key features of the flow. ROMs have been successfully used in numerous applications, such as fluid flow optimization and control, cardiovascular flows, or geophysical flows (see, e.g., the surveys in \cite{1-6}). The proper orthogonal decomposition (POD) is one of the most successful methods for ROM development. An accurate numerical simulation is used in POD to extract the dominant structures, which are then used in a Galerkin approximation of the underlying equations \cite{3,7}. In this paper, POD will be exclusively used to construct the ROMs.

Standard ROMs are extremely efficient and relatively accurate for laminar flows. They generally fail, however, in the numerical simulation of convection-dominated flows \cite{8-15}. Indeed, to ensure a low computational cost, only the
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first few POD modes are generally used in the ROM. The resulting low-dimensional ROM, however, generally yields poor results in the numerical simulation of convection-dominated flows, often in the form of numerical oscillations (see, e.g., [3,4,8,9,14,16–18]). In the ROM literature, a common explanation for this failure of standard ROMs is the violation of the concept of energy cascade [3,8,9,14,18,19]. Indeed, in [20] it was shown that the concept of energy cascade is also valid in a POD setting: The main role of the neglected POD modes is to drain energy from the ROM. Thus, since standard ROMs fail to account for this transfer of energy from resolved to unresolved POD modes, they generally yield inaccurate results.

Over the years, numerous models for the effect of the neglected POD modes have been devised (see, e.g., [8–10, 13,14,19,21,22]). Although a survey of these approaches is beyond the scope of this paper, some of the most recent developments can be found in, e.g., [9,13,14,23,24] and references therein. Many of these models are similar to the large eddy simulation (LES) closure models. Indeed, to model the effect of the neglected POD modes, some authors start with the filtered equations and propose closure models for ROMs, just as in LES (see, e.g., [3,8,20]). Other authors, however, do not employ filtering and the LES analogy to develop models for the neglected POD modes (see, e.g., [9,17–19]). For the sake of brevity, in what follows we will use ROM closure model as a generic term for models of neglected POD modes [3,9,17–20,23,24].

Since the analogy between ROM and LES closure modeling is relevant to the model that we propose in this paper, we include next a “time capsule” of LES closure modeling. Of course, we only include the LES developments that are relevant to our paper; for more details, we refer the reader to specialized texts, e.g., [25–28].

The idea in LES is straightforward. Instead of approximating the flow variables, the LES models aim at approximating the spatially filtered flow variables, which can be discretized on significantly coarser spatial meshes. However, since the underlying Navier–Stokes equations are nonlinear, filtering them yields a system of equations that is not closed. Closing the spatially filtered Navier–Stokes equations, which is commonly known as the closure problem, represents the main challenge faced by LES.

There are many closure models used in LES. Following Sagaut’s terminology [28], these LES closure models could be divided into two categories: (i) functional closure models and (ii) structural closure models. Chronologically, the functional closure models were developed first and the structural closure models were put forth later.

The functional LES closure models (chapters 5 and 6 in [28]) follow from phenomenological arguments and aim at modeling the physical effect of the sub-filter scales (i.e., the scales below the spatial filter radius). The main tool used in developing these functional closure models is Kolmogorov’s statistical theory of turbulence and the resulting energy cascade, which postulates that the main role of the sub-filter scales is to drain energy out of the LES model. In the functional closure models, this is generally achieved by adding an eddy viscosity to the molecular viscosity of the system. Probably the most popular example in this class is the Smagorinsky model [29].

The second type of closure models is structural LES closure models (chapter 7 in [28]). These closure models are generally derived through mathematical rather than phenomenological arguments, e.g., formal series expansions. One of the most popular models in this class is the approximate deconvolution (AD) model [30–32], which uses the deconvolution approaches developed in the image processing and inverse problems communities to recover the original signal from a blurred filtered signal.

The ROM closure model development was similar to the LES closure modeling development. Just as in LES, the first ROM closure models have been of the functional type. These functional ROM closure models have generally used some sort of stabilization procedure to model the effect of the discarded POD modes. Probably the first functional ROM closure model has been the mixing length model pioneered by Lumley and his group [8]. This model was followed by more accurate ROM closure models, such as the Smagorinsky model [33–35], the variational multiscale model [14,22] and the dynamic subgrid-scale model [14]. As already mentioned, a physical motivation for the approach used to develop these functional ROM closure models is the concept of energy cascade [20]. We emphasize that, just as in the LES case, these functional ROM closure models do not employ an explicit spatial filter; instead, they use phenomenological arguments to model the effect of the discarded POD modes.

To our knowledge, structural ROM closure models have not been proposed yet. Again, this is not surprising, since in LES the structural closure models were developed much later than the functional closure models. We believe that the main reason why structural ROM closure models have not been proposed is that the concept of explicit spatial filtering (which is central in the development of structural LES closure models) has not been exploited yet in the ROM field.
In this paper, we take a first step in this direction and propose a structural ROM closure model. To this end, we first outline an LES-ROM framework that employs explicit ROM spatial filtering to develop new ROMs in which the term that needs to be modeled (i.e., the ROM stress tensor) is explicitly defined. We emphasize that, in this LES-ROM framework, we carry out explicit spatial filtering at a ROM level, not at the input data level. Thus, the new LES-ROMs can use either DNS input data (as we do in this paper, see Sections 2 and 5) or LES input data (see discussion in Section 6). Within the LES-ROM framework, we use the AD method to put forth a new structural ROM closure model, the AD-ROM. Specifically, given the approximation of the filtered ROM variables, we use AD to obtain an approximation of the original unfiltered ROM variables and solve the ROM closure problem. Since the AD problem is notoriously ill-posed, we use a regularization method from image processing and inverse problems to obtain stable AD approximations.

Previous Relevant Work. The LES-ROM framework that we use in this paper has been also utilized in, e.g., [3,8,14]. We emphasize that, to our knowledge, the LES-ROM framework has only been used implicitly, to motivate various functional ROM closure models [3,8]. In this paper, we take a completely different approach and explicitly use the LES-ROM framework (specifically, the ROM stress tensor) to develop a structural ROM closure model, the AD-ROM.

In ROMs, spatial filtering has been used as a preprocessing step, to filter out the noise in the snapshot data, i.e., in the generation of the POD modes (see, e.g., Section 5 in [36] for a survey of relevant work). We emphasize, however, that our approach is fundamentally different, since we explicitly use spatial filters in the actual ROMs, i.e., we modify the mathematical model, not the input data. To our knowledge, explicit ROM spatial filtering has only be used in [14,37,38]. In this paper, we exclusively use ROM spatial filtering to develop the LES-ROM framework and the AD-ROM. A different filtering approach was used in [23]: Instead of ROM spatial filtering, the authors used ROM ensemble averaging to develop the ensemble averaged ROM, called the Galerkin–Reynolds equation (see Eq. (7) in [23]). The ensemble averaged ROM proposed in [23] has, in our opinion, great potential. We emphasize, however, that the LES-ROM that we propose in this paper and the ensemble averaged ROM proposed in [23] are fundamentally different: The LES-ROM employs the LES methodology to develop a dynamical system for the spatial averages of the ROM velocity. The ensemble averaged ROM, on the other hand, is reminiscent of RANS formalism and consists of a dynamical system for the ensemble average of the ROM coefficients.

The rest of the paper is organized as follows: In Section 2, we briefly discuss the POD and the standard ROM. In Section 3, we outline the LES-ROM framework. In Section 4, we use this LES-ROM framework to develop the new AD-ROM. In Section 5, we present numerical results for the new AD-ROM for a 3D flow past a circular cylinder at Reynolds number \( Re = 1000 \). Finally, in Section 6 we draw conclusions and present an outlook of future work.

2. Reduced order modeling

In this section, the POD, the standard Galerkin ROM and the centering trajectory are briefly presented. The Navier–Stokes equations (NSE) are used as mathematical model:

\[
\begin{align*}
    u_t - \frac{2}{Re} \nabla \cdot D(u) + u \cdot \nabla u + \nabla p &= 0, \\
    \nabla \cdot u &= 0,
\end{align*}
\]

where \( u \) is the velocity, \( p \) the pressure, \( Re \) the Reynolds number and \( D(u) := (\nabla u + (\nabla u)^\top)/2 \) is the deformation tensor of \( u \). In this paper, the NSE (1)–(2) are supplemented with the initial condition \( u(x, 0) = u_0(x) \) and steady Dirichlet boundary conditions.

Remark 2.1 (Viscous Term Formulation). In the NSE (1), we used the viscous term formulation

\[
\frac{2}{Re} \nabla \cdot D(u) = \frac{1}{Re} \nabla \cdot \left[ \nabla u + (\nabla u)^\top \right].
\]

When \( \nabla \cdot u = 0 \), the viscous term formulation (3) is identical to the standard formulation

\[
\frac{1}{Re} \nabla \cdot \nabla u = \frac{1}{Re} \Delta u.
\]
As noted in Section 3.3.1 of [39], however, the finite element (FE) discretizations of the two formulations are usually not identical.

Both the continuous version and the FE discretization of the alternative viscous term formulation (3) are carefully discussed in Section 3.11.3, Section 3.12.1 and Section 3.13.1 of [39]. We only note that, since \( D(u) = D(u)^\top \), the following inequality (which is equation 3.11-11 of [39]) holds:

\[
2(D(u), \nabla u) = (D(u), \nabla u + (\nabla u)^\top) = 2(D(u), D(u)) \geq 0. \tag{5}
\]

Inequality (5) and Korn’s inequality (see Theorem 3.77 in [40]) imply that the matrix corresponding to the FE discretization of (3) in \( H_0^1 \) is positive definite.

In the remainder of the paper, we use the alternative viscous term formulation (3).

2.1. Proper orthogonal decomposition (POD)

One of the most popular reduced order modeling techniques is the POD, which we exclusively use to generate all the ROMs in this paper. We briefly describe POD next. For more details, the reader is referred to, e.g., [3,4,7]. The POD starts with the snapshots \( \{u_h^1, \ldots, u_h^{N_s}\} \), which are numerical approximations of the NSE at \( N_s \) different time instances. For all the ROMs in this paper, we use DNS data to build the snapshots. Specifically, we utilize the FE approximations of the NSE as snapshots (see Section 5 for details). We emphasize, however, that other numerical methods can be used instead. The POD seeks a low-dimensional basis that approximates the snapshots optimally with respect to a certain norm. In this paper, we choose the commonly used \( L^2 \)-norm. The solution of the minimization problem is equivalent to the solution of the eigenvalue problem

\[
Y Y^\top M_h \varphi_j = \lambda_j \varphi_j, \quad j = 1, \ldots, N, \tag{6}
\]

where \( \varphi_j \) and \( \lambda_j \) denote the vector of the FE coefficients of the POD basis functions and the POD eigenvalues, respectively, \( Y \) denotes the snapshot matrix, whose columns correspond to the FE coefficients of the snapshots, \( M_h \) denotes the FE mass matrix, and \( N \) is the dimension of the FE space \( X^h \) [41]. The eigenvalues are real and non-negative, so they can be ordered as follows:

\[
\lambda_1 \geq \lambda_2 \geq \cdots \geq \lambda_N \geq 0. \tag{7}
\]

The POD basis consists of the normalized functions \( \{\varphi_j\}_{j=1}^r \), which correspond to the first \( r \ll N \) largest eigenvalues. Thus, the POD space is defined as \( X^r = \text{span}\{\varphi_1, \ldots, \varphi_r\} \).

The centering trajectory method is popular in ROM development [3]. In this approach, the snapshots \( \{u_h^1, \ldots, u_h^{N_s}\} \) are replaced by \( \{u_h^1 - U, \ldots, u_h^{N_s} - U\} \), where \( U = \frac{1}{N_s} \sum_{i=1}^{N_s} u_h^i \) is the centering trajectory and \( u_h^i - U \) are the snapshot fluctuations. Thus, the POD basis functions are computed from the snapshot fluctuations \( u_h^i - U, \quad i = 1, \ldots, N_s \). The centering trajectory method is especially useful for problems that have steady nonhomogeneous Dirichlet boundary conditions, such as the boundary conditions in the 3D flow past a cylinder investigated in Section 5. Since in this case the snapshot fluctuations \( u_h^i - U, \quad i = 1, \ldots, N_s \) satisfy homogeneous Dirichlet boundary conditions, the centering trajectory method avoids the challenges posed by the nonhomogeneous boundary conditions in ROMs (see, however, [42] for alternative approaches). In what follows, we will use the centering trajectory approach. We emphasize, however, that the new AD-ROM that we develop in what follows works equally well when the centering trajectory is not used.

2.2. The Galerkin ROM (G-ROM)

To develop the standard Galerkin ROM, we start by considering the ROM velocity approximation, \( U_r \), defined as follows:

\[
U_r(x, t) = U(x) + \sum_{j=1}^{r} a_j(t)\varphi_j(x) = U(x) + u_r(x, t), \tag{8}
\]
where \( \{a_j(t)\}_{j=1}^r \) are the sought time-varying POD coefficients, \( U \) is the centering trajectory defined in Section 2.1, and \( u_r(x, t) = \sum_{j=1}^r a_j(t) \phi_j(x) \) is the ROM velocity fluctuation. We use the POD basis, the fact that the POD modes are weakly divergence-free (just as the snapshots), and a Galerkin approximation of the NSE to obtain the standard Galerkin ROM (G-ROM) [3]:

\[
\left( \frac{\partial U_r}{\partial t}, \phi_i \right) + \frac{2}{Re} \left( D(U_r), \nabla \phi_i \right) + \left( U_r \cdot \nabla U_r, \phi_i \right) = 0.
\]

(9)

The G-ROM (9) yields the following autonomous dynamical system for the vector of time coefficients, \( a(t) \):

\[
\dot{a} = b + A a + a^\top B a,
\]

(10)

where \( b, A, \) and \( B \) correspond to the constant, linear, and quadratic terms in the numerical discretization of the NSE (1)–(2), respectively. The initial conditions are obtained by projection:

\[
a_j(0) = \left( u_0 - U, \phi_j \right), \quad j = 1, \ldots, r.
\]

(11)

The finite dimensional system (10) can be written componentwise as follows: For all \( i = 1, \ldots, r \),

\[
\dot{a}_i(t) = b_i + \sum_{m=1}^r A_{im} a_m(t) + \sum_{m=1}^r \sum_{n=1}^r B_{imn} a_m(t) a_n(t),
\]

(12)

where

\[
\begin{align*}
b_i &= -\left( U \cdot \nabla U, \phi_i \right) - \frac{2}{Re} \left( \nabla U + \nabla U^\top, \nabla \phi_i \right), \\
A_{im} &= -\left( U \cdot \nabla \phi_m, \phi_i \right) - \left( \phi_m \cdot \nabla U, \phi_i \right) - \frac{2}{Re} \left( \nabla \phi_m + \nabla \phi_m^\top, \nabla \phi_i \right), \\
B_{imn} &= -\left( \phi_m \cdot \nabla \phi_n, \phi_i \right).
\end{align*}
\]

(13-15)

3. Large eddy simulation ROM (LES-ROM) framework

Numerous ROM closure modeling approaches have been proposed to address the inaccuracy (and numerical instability) of the standard G-ROM (see, e.g., [4,13,14] and references therein). In this paper, we take a different approach and develop an LES-ROM framework that is centered around explicit ROM spatial filtering.

In Section 3.1, we present a continuous ROM spatial filter and two discrete ROM spatial filters. In Section 3.2, we use this explicit ROM spatial filtering to develop the LES-ROM framework.

3.1. Explicit ROM spatial filtering

To develop the new LES-ROM framework, we use the explicit differential filter (DF). We present the continuous formulation of the DF in Section 3.1.1, and two of its discrete formulations in Section 3.1.2 and Section 3.1.3.

The DF has been pioneered in LES by Germano [43,44]. Later, it was also used in a ROM context to develop regularized ROMs: The ROM-DF was first used in [37] for the 1D Kuramoto–Sivashinsky equation in a periodic setting. The ROM-DF was subsequently used in [38] for the 3D NSE in a general non-periodic setting.

3.1.1. Continuous differential filter (C-DF)

The continuous differential filter (C-DF) has been extensively used to develop LES models [45]. It is defined as follows (see, e.g., Section 2.2.6 in [45]): Let \( \delta \) be the radius of the C-DF. For all \( \Phi \in L^2(\Omega) \), find \( \overline{\Phi} \in L^2(\Omega) \) such that

\[
-\delta^2 \Delta \overline{\Phi} + \overline{\Phi} = \Phi \quad \text{in } \Omega
\]

(16)

\[
\overline{\Phi} = 0 \quad \text{on } \partial \Omega.
\]

(17)
The C-DF (16)–(17) is a linear spatial filter, which employs an elliptic operator to smooth the input variables and eliminate the small scales (i.e., high frequencies) [25].

The following lemma was proved in [46]:

**Lemma 3.1.** The C-DF (16)–(17) is a self-adjoint operator on $L^2(\Omega)$.

**Proof.** Consider $\Phi, \Psi \in L^2(\Omega)$. By the definition of the C-DF, we have

$$
-\delta^2 \Delta \overline{\Psi} + \overline{\Psi} = \Psi \quad \text{in } \Omega
$$

$$
\overline{\Psi} = 0 \quad \text{on } \partial \Omega.
$$

Multiplying (18) by $\Phi$, integrating by parts, and using (17), we obtain

$$
\delta^2 \left( \nabla \overline{\Psi}, \nabla \Phi \right) + \left( \overline{\Psi}, \Phi \right) = \left( \Psi, \Phi \right) \quad \text{in } \Omega.
$$

Multiplying (16) by $\overline{\Psi}$, integrating by parts, and using (19), we obtain

$$
\delta^2 \left( \nabla \Phi, \nabla \overline{\Psi} \right) + \left( \Phi, \overline{\Psi} \right) = \left( \overline{\Phi}, \overline{\Psi} \right) \quad \text{in } \Omega.
$$

Eqs. (20) and (21) prove the lemma. □

### 3.1.2. FE differential filter (FE-DF)

The **FE differential filter (FE-DF)** is defined as follows [25,45]: Let $\delta$ be the radius of the FE-DF. For all $u^h \in X^h$ (where $X^h$ is the FE space), find $\overline{u}^h \in X^h$ such that

$$
-\delta^2 \Delta \overline{u}^h + \overline{u}^h = u^h \quad \text{in } \Omega
$$

$$
\overline{u}^h = 0 \quad \text{on } \partial \Omega,
$$

which yields the following linear system:

$$
\left( M_h + \delta^2 S_h \right) \overline{U}^h = M_h U^h,
$$

where $M_h \in \mathbb{R}^{N \times N}$ is the FE mass matrix, $S_h \in \mathbb{R}^{N \times N}$ is the FE stiffness matrix, $\overline{U}^h \in \mathbb{R}^N$ is the vector of FE coefficients of the output filtered variable $\overline{u}^h$, and $U^h \in \mathbb{R}^N$ is the vector of FE coefficients of the input variable $u^h$.

### 3.1.3. ROM differential filter (ROM-DF)

The **ROM differential filter (ROM-DF)** is defined as follows: Let $\delta$ be the radius of the ROM-DF. For all $u^r \in X^r$, find $\overline{u}^r \in X^r$ such that

$$
-\delta^2 \Delta \overline{u}^r + \overline{u}^r = u^r \quad \text{in } \Omega
$$

$$
\overline{u}^r = 0 \quad \text{on } \partial \Omega,
$$

which yields the following linear system:

$$
\left( M_r + \delta^2 S_r \right) \overline{a}^r = M_r a^r,
$$

where $M_r \in \mathbb{R}^{r \times r}$ is the POD mass matrix with entries $(M_r)_{ij} = (\varphi_j, \varphi_i)$, $S_r \in \mathbb{R}^{r \times r}$ is the POD stiffness matrix with entries $(S_r)_{ij} = (\nabla \varphi_j, \nabla \varphi_i)$, $\overline{a}^r \in \mathbb{R}^r$ is the vector of POD coefficients of the output filtered variable $\overline{u}^r$, and $a^r \in \mathbb{R}^r$ is the vector of POD coefficients of the input variable $u^r$.

We emphasize that the computational cost of the ROM-DF is much lower than the computational cost of the FE-DF, since the former yields a very small $r \times r$ linear system, whereas the latter yields a much larger, $N \times N$ linear system.
3.2. Large eddy simulation ROM (LES-ROM)

To develop the LES-ROM, we use the standard LES approach [25–28,47]:

1. Filter the NSE to obtain the \( \text{spatially filtered NSE (SF-NSE)} \).
2. Use the SF-NSE and the ROM approximation to obtain the LES-ROM.

The motivation for using the above strategy in the LES field is straightforward: The SF-NSE are a system of equations for the filtered flow variables, which can be approximated on the given coarse mesh more accurately than the original, unfiltered flow variables. In this paper, we use a similar argument to develop the LES-ROM framework: Since the spatial structures in the SF-NSE are larger than the spatial structures in the NSE, we expect that, for a fixed target numerical accuracy of the ROM, the SF-NSE require fewer POD modes than the NSE. This, of course, is advantageous from a computational point of view in challenging, realistic applications.

In the remainder of this section, we first present the derivation of the SF-NSE and the associated closure problem. Then, we outline the general LES-ROM framework. In Section 4, we use this LES-ROM framework to develop the new AD-ROM.

We filter the NSE (1) with the continuous ROM differential filter, C-DF, and assume that differentiation and filtering commute (see, e.g., Chapter 9 in [25]):

\[
\frac{\partial \bar{u}}{\partial t} - \frac{2}{Re} \nabla \cdot D(\bar{u}) + \bar{u} \cdot \nabla \bar{u} + \nabla \bar{p} = 0.
\] (28)

Next, we project (28) onto a space of weakly divergence-free functions \( \phi \) to obtain the weak formulation of the \( \text{spatially filtered NSE (SF-NSE)} \):

\[
\left( \frac{\partial \bar{u}}{\partial t}, \phi \right) + \frac{2}{Re} \left( D(\bar{u}), \nabla \phi \right) + \left( \bar{u} \cdot \nabla \bar{u}, \phi \right) = 0.
\] (29)

**Remark 3.1.** The standard SF-NSE generally include a pressure term. Since we used weakly divergence-free test functions \( \phi \), the pressure term from (28) dropped out of (29). We used this approach since the POD basis functions employed in our ROMs are weakly divergence-free. Thus, the SF-NSE (29), although nonstandard, are better suited to our ROM framework.

Of course, in LES one cannot simply discretize the SF-NSE (29), since these equations are not closed. Thus, one first needs to address the \( \text{closure problem} \), i.e., to model the filtered nonlinearity \( \bar{u} \cdot \nabla \bar{u} \) in terms of the filtered velocity \( \bar{u} \):

\[
\bar{u} \cdot \nabla \bar{u} = \text{function}(\bar{u}).
\] (30)

The **closure model** is the explicit dependence on \( \bar{u} \) of the filtered nonlinearity \( \bar{u} \cdot \nabla \bar{u} \) in Eq. (30). Once the closure problem is addressed, the SF-NSE (29) yield the **LES model**:

\[
\left( \frac{\partial \bar{u}}{\partial t}, \phi \right) + \frac{2}{Re} \left( D(\bar{u}), \nabla \phi \right) + \left( \text{function}(\bar{u}), \phi \right) = 0.
\] (31)

Of course, the LES model (31) needs to be discretized. We use a ROM approximation and obtain the **LES-ROM**:

\[
\forall i = 1, \ldots, r,
\left( \frac{\partial W_r}{\partial t}, \varphi_i \right) + \frac{2}{Re} \left( D(W_r), \nabla \varphi_i \right) + \left( \text{function}(W_r), \varphi_i \right) = 0,
\] (32)

where \( W_r \) is the ROM approximation of the filtered velocity \( \bar{u} \) in (31).

**Remark 3.2.** In the LES literature, the ROM closure problem generally takes a form that is different from (30). In this paper, however, we use the equivalent form in (30), since just as in LES [25,28,45], it makes the derivation of the AD-ROM in Section 4 straightforward.
For completeness, however, we outline the derivation of the standard formulation of the LES closure problem. First, in the NSE, we use the fact that $\nabla \cdot \mathbf{u} = 0$ to rewrite the nonlinear term as follows: $\mathbf{u} \cdot \nabla \mathbf{u} = \nabla \cdot (\mathbf{u} \mathbf{u})$. Thus, the SF-NSE (29) can be written as

$$
\frac{\partial \mathbf{u}}{\partial t} \cdot \phi + 2Re \left[ \mathbf{D}(\mathbf{u}), \nabla \phi \right] + \left[ \nabla \cdot (\mathbf{u} \mathbf{u}), \phi \right] = \mathbf{0}.
$$

Next, we decompose the nonlinearity in (33) as follows:

$$
\mathbf{u} \mathbf{u} = \mathbf{u} \mathbf{u} + \left[ \mathbf{u} \mathbf{u} - \mathbf{u} \mathbf{u} \right] = \mathbf{u} \mathbf{u} + \tau,
$$

where, following the LES terminology [25,28], the stress tensor

$$
\tau = \mathbf{u} \mathbf{u} - \mathbf{u} \mathbf{u}
$$

is the subfilter-scale stress tensor. Thus, the SF-NSE (33) take the form

$$
\frac{\partial \mathbf{u}}{\partial t} \cdot \phi + 2Re \left[ \mathbf{D}(\mathbf{u}), \nabla \phi \right] + \left[ \nabla \cdot (\mathbf{u} \mathbf{u}), \phi \right] + \left[ \nabla \cdot \tau, \phi \right] = \mathbf{0}.
$$

We emphasize that Eq. (36) can be regarded as the standard weak formulation for the NSE for $\mathbf{u}$ (not $\mathbf{u}$), plus the extra term $[\nabla \cdot \tau, \phi]$. The closure problem for the SF-NSE (36) is

$$
\tau = \text{function}(\mathbf{u}).
$$

Eq. (37) is the form generally used in the LES literature for the closure problem.

4. Approximate deconvolution ROM (AD-ROM)

Most ROM closure models have generally used some sort of stabilization procedure, e.g., [8–10,13,14,18,19,21–23,48]. A physical motivation for this popular approach is given in [20], where it is shown that the concept of energy cascade is also valid in a POD setting. Thus, the role of the ROM closure model is to drain energy out of the system.

In this paper, we use a fundamentally different, novel ROM closure modeling strategy that centers around the concept of approximate deconvolution (AD). In LES, the AD models have been pioneered in a series of papers by Adams and Stolz [30–32,49]. These AD models are based on the deconvolution idea, which is central in image processing and inverse problems [50–52]: Given an approximation of the filtered input signal, find an approximation of the input itself. In LES, the deconvolution is used as follows: Given the available approximation of the filtered velocity, the deconvolution is used to obtain an approximation of the unfiltered velocity, which is then used to solve the LES closure problem.

In this paper, we use the LES-ROM framework developed in Section 3.2 to construct a novel AD-ROM. In Section 4.1, we present the deconvolution procedure. In Section 4.2, we use this deconvolution to develop the new AD-ROM.

4.1. Approximate deconvolution

For clarity of presentation, let us denote with $G$ the explicit ROM spatial filter used to develop the LES-ROM framework in Section 3.2. We assume that an approximation of the filtered velocity

$$
\mathbf{u} := G \mathbf{u}
$$

is available. The goal in the ROM deconvolution problem is to find an approximation of the original flow variable, $\mathbf{u}$, so that the ROM closure problem (30) can be solved.

Since $G$ is invertible, at first glance, one just has to use an exact deconvolution (ED), i.e., employ the inverse of the filter $G$ in (38) to solve the deconvolution problem:

$$
\mathbf{u}^{ED} = G^{-1} \mathbf{u} = \mathbf{u}.
$$
It is well-known in the inverse problem community that the ED is generally a bad idea because the inverse problem (38) is ill-posed: small changes in the data can lead to large changes in the solution [45,50,52]. Indeed, inverting the operator \( G \) in (39) results in division by small coefficients of the high-frequency components of the operator \( G \). Thus, any changes in the input (38) translate into large unphysical oscillations in the output (39) [50,52]. The ED (39) was carefully investigated in Section 5.2 of [53], where it was shown that, as expected, for input signals \( (u) \) of different types, adding noise to the filtered signal \( (\overline{u}) \) and then using the ED (39) results in inaccurate approximations \( (u_{ED}) \), usually in the form of numerical oscillations.

To avoid the numerical oscillations in the ED (39), we use one of the regularized deconvolution methods developed in the image processing and inverse problems communities [50–52]. Following the LES terminology, we call this method approximate deconvolution (AD). Since this paper is the first investigation of the new AD-ROM, we employ one of the simplest regularized deconvolutions used in the image processing and inverse problems communities, the Lavrentiev regularization:

\[
\begin{align*}
\mathbf{u}^{AD} &= \left( G + \mu \mathbf{I} \right)^{-1} \mathbf{\overline{u}}, \\
\end{align*}
\]

where \( \mathbf{I} \) is the identity operator and \( \mu \) is a regularization parameter.

The AD (40) was carefully investigated in Section 5.4 in [53], where it was shown that it performs much better than the ED (39): For input signals of different types, noise was added to the filtered signal \( (\overline{u}) \), and the ED and AD were compared. The AD (40) produced much better results than the ED (39): The latter increased the amplitude of the noise added to the filtered input signal, which, in turn, yielded spurious numerical oscillations. The former, on the other hand, significantly decreased the amplitude of the noise and yielded relatively accurate results.

**Remark 4.1** (AD vs ED). We emphasize that these results are not surprising at all. Indeed, they reflect the reality in the inverse problems and image processing communities, where it is well known that the ED produces inaccurate results, and the AD should be used instead. However, both the AD and ED were carefully investigated in [53], since, to our knowledge, this was the first investigation of deconvolution in the ROM field.

### 4.2. Approximate deconvolution ROM (AD-ROM)

The AD approximation (40) is used to close the LES model (31): \( \forall i = 1, \ldots, r \),

\[
\left( \frac{\partial \overline{u}}{\partial t}, \varphi_i \right) + \frac{2}{Re} \left( \mathbf{D}(\overline{u}), \nabla \varphi_i \right) + \left( \mathbf{u}^{AD}, \nabla \mathbf{u}^{AD}, \varphi_i \right) = 0.
\]

(41)

At first glance, to obtain an LES-ROM, one would simply replace the filtered velocity \( \overline{u} \) in (41) with a ROM approximation

\[
W_r = U + \sum_{j=1}^{r} a_{j} \varphi_j = U + w_r.
\]

(42)

**Remark 4.2.** Note that the coefficients \( a_{j} \) in the \( w_r \) expansion (42) are different from the coefficients \( a_{j} \) used in the \( u_r \) expansion (8). We use the same notation, however, to ensure consistency with the traditional ROM notation.

We emphasize that approximation (42) is not appropriate. Indeed, since the POD basis functions were obtained from the numerical discretization of the unfiltered NSE, they can only approximate the unfiltered flow velocity, \( u \):

\[
u \approx U_r = U + u_r.
\]

(43)

Thus, the filtered flow velocity in (41) should be approximated as

\[
\overline{u} \approx \overline{U}_r \equiv \overline{U} + \overline{u}_r.
\]

(44)
Furthermore, to be able to approximate $\bar{u}$ in the ROM space $X^r$, we make the following ansatz:

$$\bar{u}_r \approx w_r = \sum_{j=1}^{r} a_j \varphi_j. \tag{45}$$

Thus, the filtered velocity $\bar{u}$ in (41) should be replaced with

$$W_r = \bar{U} + \bar{u}_r \approx \bar{U} + w_r. \tag{46}$$

We emphasize that, although approximations (42) and (46) are similar in that they both use ansatz (45), they are different in one important aspect: Approximation (42) assumes that the filtered centering trajectory $\bar{U}$ can be approximated by the unfiltered centering trajectory $U$ and the POD basis, whereas approximation (46) does not make this assumption.

Next, we present the ROM approximation of $u^{AD}$ in (41):

$$u^{AD} \approx G^{-1} \bar{u} \approx G^{-1} \bar{U}_r \approx G^{-1} \left( \bar{U} + w_r \right) = U + G^{-1} w_r \tag{40} \approx U + \left( G + \mu I \right)^{-1} w_r. \tag{47}$$

where $w^{AD}_r$ is a ROM approximation of the unfiltered flow velocity.

Using the ROM approximations (46) and (47) in the LES model (41), we obtain the approximate deconvolution ROM (AD-ROM):

$$\left( \frac{\partial (U + w_r)}{\partial t}, \varphi_i \right) + \frac{2}{Re} \left( \mathbb{D}(U + w_r), \nabla \varphi_i \right) + \left( (U + w^{AD}_r) \cdot \nabla (U + w^{AD}_r), \varphi_i \right) = 0. \tag{48}$$

Furthermore, since the C-DF is self-adjoint (see Lemma 3.1), the AD-ROM (48) can be written in the following equivalent form:

$$\left( \frac{\partial \bar{U}}{\partial t} + \frac{\partial w_r}{\partial t}, \varphi_i \right) + \frac{2}{Re} \left( \mathbb{D}(U), \nabla \varphi_i \right) + \frac{2}{Re} \left( \mathbb{D}(w_r), \nabla \varphi_i \right) + \left( U \cdot \nabla U, \varphi_i \right) + \left( w^{AD}_r \cdot \nabla U, \varphi_i \right) + \left( U \cdot \nabla w^{AD}_r, \varphi_i \right) + \left( w^{AD}_r \cdot \nabla w^{AD}_r, \varphi_i \right) = 0. \tag{49}$$

We note that the alternative AD-ROM formulation (49) is better suited for discretization than the standard AD-ROM formulation (48), since it avoids the spatial filtering of the vectors and tensors involving the centering trajectory $(U)$, which can be challenging in a ROM setting. Thus, in the numerical investigation in Section 5, we will use the alternative AD-ROM formulation (49).

Remark 4.3. At first glance, the approach used in the derivation of the alternative formulation of the AD-ROM in (49) (i.e., using the self-adjointness of the C-DF) is reminiscent of other approaches used in LES. For example, using test functions that are multiplied by the inverse of the C-DF and then using the self-adjointness of the C-DF was essential in the proof of the well-posedness of the Rational LES model (see discussion on page 161 in [25]). The same approach was later used to develop a new type of AD-LES models in [46,54,55]. We emphasize, however, that there is a fundamental difference between the AD-ROM (49) and the AD-LES in [46,54,55]: To develop the alternative AD-ROM formulation (49), we first multiplied by the standard test function and then we used the self-adjointness of the C-DF to move the filtering operator from the terms involving the centering trajectory to the test function. We note that the filtered test functions that appear in (49) do not constitute a challenge in our ROM setting, since they can be precomputed and stored. However, for the discretization of the AD-LES models in [46,54,55] with standard
numerical methods (e.g., FE), storing all the filtered basis functions is not possible in realistic settings with a large number of degrees of freedom. Thus, for the AD-LES models in [46,54,55], one has first to use test functions that are multiplied by the inverse of the C-DF and only then use the self-adjointness of the C-DF. The price paid, however, is that fourth-order differential operators need to be discretized in these AD-LES models [46,55].

4.3. Spatial filtering for the AD-ROM

To use the AD-ROM (49) in actual numerical simulations, the continuous C-DF (16)–(17) needs to be replaced by one of its two discrete variants: the FE-DF (22)–(23) or the ROM-DF (25)–(26).

4.3.1. ROM-DF spatial filtering

With this choice, the AD-ROM (49) can be written as the following dynamical system:

$$\dot{a} = b + A a + A^{AD} a^{AD} + (a^{AD})^\top B^{AD} a^{AD},$$

which can be written componentwise as follows: For all $i = 1, \ldots, r$,

$$\dot{a}_i(t) = b_i + \sum_{m=1}^r A_{im} a_m(t) + \sum_{m=1}^r A_{im}^{AD} a_m^{AD}(t) + \sum_{m=1}^r \sum_{n=1}^r B_{imn}^{AD} a_m^{AD}(t) a_n^{AD}(t),$$

where

$$b_i = -(U \cdot \nabla U, \varphi_i^r) - \frac{2}{Re} \left( \frac{\nabla U + \nabla U^\top}{2}, \nabla \varphi_i^r \right),$$

$$A_{im} = -\frac{2}{Re} \left( \frac{\nabla \varphi_m + \nabla \varphi_m^\top}{2}, \nabla \varphi_i \right),$$

$$A_{im}^{AD} = -(U \cdot \nabla \varphi_m, \varphi_i^r) - (\varphi_m \cdot \nabla U, \varphi_i^r),$$

$$B_{imn}^{AD} = -(\varphi_m \cdot \nabla \varphi_n, \varphi_i^r),$$

and the vector $a^{AD} = \{a_m^{AD} \}_{m=1}^r$ in (51) is the solution of the following linear system:

$$\left( 1 + \mu \right) M_r + \delta^2 S_r a^{AD} = \left( M_r + \delta^2 S_r \right) a.$$

4.3.2. FE-DF spatial filtering

To our knowledge, the only investigation of the FE-DF in a ROM setting has been carried out in [56]. In this paper, we outline only the FE-DF features that are relevant to the AD-ROM (49). For more details, we refer the reader to [56].

ROM filtering with the FE-DF relies on the fact that the ROM space ($X^r$) is a subspace of the FE space ($X^h$). Indeed, each POD basis function $\varphi_i, i = 1, \ldots, r$ has a unique FE representation:

$$\varphi_i = \sum_{j=1}^N c_{ji} h_j,$$

where $\{h_j\}_{j=1}^N$ are the FE basis functions. (We note in passing that it is precisely representation (57) that allows the offline stage assembly of the vectors, matrices and tensors in standard ROMs.)

The FE-DF is used in the AD-ROM (49) in two instances: To compute $\overline{\varphi}_i^h$ and $w_i^{AD}$. Next, we briefly outline the approach used to compute these terms.

To compute $\overline{\varphi}_i^h$, we use the representation (57) for both $\varphi_i$ and $\overline{\varphi}_i^h$:

$$\varphi_i = \sum_{j=1}^N c_{ji} h_j \quad \text{and} \quad \overline{\varphi}_i^h = \sum_{j=1}^N \tilde{c}_{ji} h_j.$$
Thus, the equation \( \varphi_i^h \equiv (I - \delta^2 \Delta)^{-1} \varphi_i \) yields the following linear systems: \( \forall i = 1, \ldots, r, \)

\[
\begin{pmatrix} M_h + \delta^2 S_h \end{pmatrix} \tilde{c}_i = M_h c_i, \quad (59)
\]

where \( M_h \) and \( S_h \) are the FE mass and stiffness matrices defined in Section 3.1.2, and \( \tilde{c}_i = \{\tilde{c}_{ji}\}_{j=1}^N \) and \( c_i = \{c_{ji}\}_{j=1}^N \) are the vectors of coefficients in (58), which need to be computed and stored in the offline stage to be used in the AD-ROM in the online stage.

To compute \( w^{AD}_r \), we need to solve the following equation:

\[
\begin{pmatrix} M_h + \delta^2 S_h \end{pmatrix} \alpha = \begin{pmatrix} M_h \end{pmatrix} c_i, \quad (60)
\]

which is equivalent to

\[
\begin{pmatrix} M_h \end{pmatrix} c_i = \begin{pmatrix} M_h + \delta^2 S_h \end{pmatrix} c_i, \quad (61)
\]

We emphasize that (61) needs to be solved in \( X^h \), since the FE-DF is defined in \( X^h \). There are two natural approaches to solve (61):

(i) In the first approach, we simply let

\[
w^{AD}_r = \sum_{i=1}^N \alpha_i h_i \quad (62)
\]

in (61), which yields the following \( N \times N \) linear system:

\[
\begin{pmatrix} (1 + \mu) M_h + \mu \delta^2 S_h \end{pmatrix} \alpha = \sum_{j=1}^r a_j \left( (M_h + \delta^2 S_h) c_j \right), \quad (63)
\]

where \( \alpha = \{\alpha_j\}_{j=1}^N \) is the vector of coefficients in (62).

(ii) In the second approach for solving (61), we let

\[
w^{AD}_r = \sum_{j=1}^r \sum_{i=1}^N c^{AD}_{ij} h_i = \sum_{j=1}^r a_j \varphi^{AD}_j, \quad (64)
\]

where \( \varphi^{AD}_j \) is defined as

\[
\varphi^{AD}_j = \sum_{i=1}^N c^{AD}_{ij} h_i. \quad (65)
\]

We emphasize that \( \varphi^{AD}_j \) belongs to the FE space \( X^h \), but does not necessarily belong to the ROM space \( X^r \). To solve (61), we simply solve the following \( r \) linear systems of dimension \( N \times N \) in the offline stage:

\[
\begin{pmatrix} (1 + \mu) M_h + \mu \delta^2 S_h \end{pmatrix} c^{AD}_j = \begin{pmatrix} M_h + \delta^2 S_h \end{pmatrix} c_j, \quad j = 1, \ldots, r, \quad (66)
\]

where \( c^{AD}_j = \{c^{AD}_{ij}\}_{i=1}^N \) is the vector of coefficients in (64).

Comparing approaches (i) and (ii) in terms of computational efficiency, we draw the following conclusions: In approach (i), there is no extra storage required, but the \( N \times N \) linear system (63) needs to be solved at each time step in the online stage. In approach (ii), the \( r \) linear systems (66) are solved only once, in the offline stage, after which the \( r \) vectors \( c^{AD}_j, \quad j = 1, \ldots, r \) (corresponding to \( \varphi^{AD}_j \) in (65)) are used to assemble and store the \( r \times r \) matrices and \( r \times r \times r \) tensor corresponding to the nonlinearity in the AD-ROM (49). Since the extra storage requirements in
approach (ii) are relatively low for the small $r$ that we use in this paper, in Section 5 we utilize this approach instead of approach (i), which has a significantly higher CPU cost.

Using approach (ii), the AD-ROM (49) can be written as the following dynamical system:

$$\dot{a} = b + (A + AD^A) a + a^\top B AD a,$$

which can be written componentwise as follows: For all $i = 1, \ldots, r$,

$$\dot{a}_i(t) = b_i + \sum_{m=1}^{r} (A_{im} + A_{im}^{AD}) a_m(t) + \sum_{m=1}^{r} \sum_{n=1}^{r} B_{imn}^{AD} a_m(t) a_n(t),$$

where

$$b_i = -(U \cdot \nabla \phi_i^h) - \frac{2}{Re} \left( \frac{\nabla U + \nabla U^\top}{2} \cdot \nabla \phi_i^h \right),$$

$$A_{im} = -\frac{2}{Re} \left( \frac{\nabla \phi_m + \nabla \phi_m^\top}{2} \cdot \nabla \phi_i \right),$$

$$A_{im}^{AD} = -(U \cdot \nabla \phi_m^{AD} \cdot \phi_i^h) - (\phi_m^{AD} \cdot \nabla U \cdot \phi_i^h),$$

$$B_{imn}^{AD} = -(\phi_m^{AD} \cdot \nabla \phi_n^{AD} \cdot \phi_i^h).$$

5. Numerical tests

Goals The main goal of this section is to assess the performance of the AD-ROM (49) in the numerical simulation of a 3D flow past a circular cylinder at Reynolds number $Re = 1000$. Since the AD-ROM is an LES-ROM, we follow the standard approach used in LES model assessment, which we briefly describe next (see, e.g., [25,28] for details). To investigate a new LES model, the following models are generally tested on the same coarse mesh: (i) the new LES model; (ii) the under-resolved solver (i.e., the NSE code without an LES model); (iii) the filtered DNS data (which serves as a benchmark); and (iv) the current state-of-the-art LES model. The new LES model is expected to perform significantly better than the under-resolved solver and to show some improvement over the current state-of-the-art LES model.

To assess the performance of the new AD-ROM, we follow the standard LES approach described above. Thus, we also use the spatially filtered DNS results as a benchmark. Furthermore, we also include G-ROM (9) results as a ROM counterpart of the under-resolved solver used in the LES assessment. Finally, we also make a brief qualitative comparison of the new AD-ROM with the eddy viscosity ROMs (EV-ROMs) [8,14] (which, to our knowledge, are the current state-of-the-art LES-ROMs) and the regularized ROMs (Reg-ROMs) [38]. Just as in the standard LES model assessment, we expect the new AD-ROM to perform significantly better than the G-ROM and show some improvement over the EV-ROMs and Reg-ROMs.

Computational Domain In this section, the $x$-axis represents the streamwise direction, the $y$-axis represents the normal direction, and the $z$-axis represents the spanwise direction. Furthermore, $u$ denotes the streamwise velocity component (associated with the $x$-axis), $v$ denotes the normal velocity component (associated with the $y$-axis), and $w$ denotes the spanwise velocity component (associated with the $z$-axis).

The computational domain is cylindrical and is centered around the $z$-axis, i.e., along the spanwise direction. The cylinder of diameter $D$ is also centered around the $z$-axis. The diameter of the cylindrical computational domain is $15D$ and its spanwise length is $2D$. The free-stream flow is in the positive $x$-direction. The same computational domain was used in [14,35] (see Fig. 9 and Appendix A in [35]).

Criteria The qualitative behavior of the ROMs is judged according to the following six criteria [14]: (i) the kinetic energy spectrum; (ii) the mean velocity; (iii) the Reynolds stresses; (iv) the root mean square (rms) values of the velocity fluctuations; (v) the time evolution of the POD coefficients; and (vi) the Strouhal number. The first four criteria are statistics that measure the temporal and spatial average behavior of the ROMs, whereas the fifth criterion
measures the instantaneous behavior of the ROMs. We also include a computational efficiency assessment for all the ROMs. Next, we briefly present these criteria.

For all statistics, we use the averaging operator $\langle \cdot \rangle = \langle \cdot \rangle_{t_yz}$, which consists of averaging in time (over the time interval $[0, 300]$) and in the $y$- and $z$-directions. Specifically, to compute $\langle q \rangle_{t_yz}$ for a given quantity $q$, for each fixed point $x$, we have

$$\langle q \rangle_{t_yz}(x) = \frac{1}{T} \frac{L_y}{L_z} \sum_{t, y, z} q(x, y, z, t),$$

where $T$ is the total time length (i.e., $T = 300$), $L_y$ is the dimension of the computational domain in the $y$-direction, and $L_z$ is the dimension of the computational domain in the $z$-direction. Since the numerical results with spatial averaging in the $xz$-direction are qualitatively similar to those with spatial averaging in the $yz$-direction, we do not include them in the paper.

**Energy Spectrum:** All energy spectra are calculated from the average kinetic energy of the nodes in the cube with side 0.1 centered at the probe $(0.9992, 0.3575, 1.0625)$. 

**Mean Velocity Components:** The following mean velocity components are plotted: $\langle u \rangle$ (the mean streamwise velocity), $\langle v \rangle$ (the mean normal velocity), and $\langle w \rangle$ (the mean spanwise velocity).

**Reynolds Stresses:** The following Reynolds stresses are plotted: $\langle u - \langle u \rangle, v - \langle v \rangle \rangle$ (the $xy$-component of the Reynolds stress), $\langle u - \langle u \rangle, w - \langle w \rangle \rangle$ (the $xz$-component of the Reynolds stress), and $\langle v - \langle v \rangle, w - \langle w \rangle \rangle$ (the $yz$-component of the Reynolds stress).

**RMS Values of Velocity Fluctuations:** The following rms values of velocity fluctuations are plotted: $\langle u \rangle_{rms} = \langle u - \langle u \rangle, u - \langle u \rangle \rangle$ (the rms of the streamwise velocity fluctuations), $\langle v \rangle_{rms} = \langle v - \langle v \rangle, v - \langle v \rangle \rangle$ (the rms of the normal velocity fluctuations), and $\langle w \rangle_{rms} = \langle w - \langle w \rangle, w - \langle w \rangle \rangle$ (the rms of the spanwise velocity fluctuations).

**Strouhal Number:** The Strouhal number ($St$) is computed as [57,58]

$$St = \frac{f D}{U_\infty},$$

where $f$ is the shedding frequency, $U_\infty$ is the freestream velocity (i.e., the velocity at the inlet), and $D$ is the diameter of the cylinder. Since we have limited the scope of this paper to just velocity ROMs, we do not consider a ROM representation of the pressure field. Hence we do not calculate the lift and drag coefficient spectra. Thus, we compute the shedding frequency $f$ as the frequency corresponding to the first spike in the energy spectrum (see discussion on page 410 in [59]).

**Numerical Methods** We investigate all ROMs in the numerical simulation of 3D flow past a circular cylinder at $Re = 1000$. The Reynolds number is computed using the diameter ($D$) of the cylinder as the length scale and the freestream velocity ($U_\infty$) as the velocity scale. A parallel CFD solver is employed on the time interval $[0, 300]$ to generate the DNS data. Details on the numerical discretization are presented in [57,58,60].

We obtain the POD basis by collecting 1000 snapshots of the DNS velocity field $(u, v, w)$ over the time interval $[0, 75]$ and applying the method of snapshots developed in [7]. These POD modes are then interpolated onto a structured quadratic FE triangulation with nodes coinciding with the nodes used in the original DNS finite difference discretization. All the ROMs use the first $r = 6$ POD modes, which capture 84% of the energy of the velocity fluctuations. As temporal discretization, all the ROMs employ the explicit Euler method with a time step $\Delta t = 7.5 \times 10^{-4}$. (We note that decreasing the time step by a factor of 10 does not significantly change the numerical results.) As spatial discretization, all the ROMs use piecewise quadratic Lagrange FEs. Finally, all the ROMs are investigated on the time interval $[0, 300]$.

**Model Parameters** In Section 4.3, we discussed two possible discretizations of the C-DF: the ROM-DF and the FE-DF. Since in our preliminary numerical tests the FE-DF yielded more accurate results than the ROM-DF, in this section we use the FE-DF and the resulting AD-ROM formulation in Eqs. (67)–(72).

One of the most important parameters of the AD-ROM is the radius of the ROM spatial filter, $\delta$. In our numerical investigation, we tried only three $\delta$ values: $\delta = 0.03$, $\delta = 0.3$ and $\delta = 0.4$. The low value (i.e., $\delta = 0.03$) yielded inaccurate results. The high values (i.e., $\delta = 0.3$ and $\delta = 0.4$) yielded similar results, significantly more accurate than the results for $\delta = 0.03$. Thus, in what follows, we present results for $\delta = 0.3$. We emphasize, however, that the value
\( \delta = 0.3 \) does not represent an optimal value; it is just the best value of the very few we tried. To find the optimal value, numerous \( \delta \) values (and different test problems) should be thoroughly investigated. We plan to carry out this investigation in a future study (see the discussion in Section 6).

Another important parameter of the AD-ROM is the regularization parameter \( \mu \) used in the Lavrentiev regularization of the AD procedure. In the image processing and inverse problems communities, numerous approaches are proposed to determine the regularization parameters [50–52]. In our numerical investigation, for the fixed \( \delta = 0.3 \) value, we choose the \( \mu \) value that ensures that the time average of the \( L^2 \)-norm of the AD-ROM solution is as close as possible to the time average of the \( L^2 \)-norm of the filtered DNS data. This approach yields the following optimal value: \( \mu = 0.0285 \).

### 5.1. Numerical results

In Fig. 1, we plot the energy spectra of the AD-ROM and, for comparison purposes, of the G-ROM. The two energy spectra are compared with the spatially filtered DNS energy spectrum. The energy spectrum of the AD-ROM is significantly more accurate (i.e., closer to the filtered DNS energy spectrum) than the energy spectrum of the G-ROM. The latter overestimates the energy spectrum of the filtered DNS.

In Fig. 2, we plot the mean velocity components for different \( x \) values. Fig. 2 yields the following conclusions:
- Both the AD-ROM and the G-ROM yield an accurate approximation of the streamwise velocity. The AD-ROM yields an accurate approximation of the mean normal velocity, but the G-ROM does not. Finally, both the AD-ROM and the G-ROM yield inaccurate approximations of the mean spanwise velocity.

In Fig. 3, we plot the Reynolds stresses for different \( x \) values. For all the Reynolds stresses, the AD-ROM yields accurate approximations, whereas the G-ROM yields inaccurate approximations.

In Fig. 4, we plot the rms values for different \( x \) values. For all the rms values, the AD-ROM yields accurate approximations, whereas the G-ROM yields inaccurate approximations.

The time evolutions of the ROMs’ POD basis coefficients \( a_1, a_2 \) and \( a_6 \) on the entire time interval [0, 300] are shown in Fig. 5. We note that the other POD coefficients have a similar behavior. Thus, for clarity of exposition, we include only \( a_1, a_2 \) and \( a_6 \). The G-ROM results are clearly inaccurate, since the coefficients’ magnitudes are several times larger than those of the filtered DNS data. The AD-ROM yields significantly more accurate results for all the coefficients.

The Strouhal numbers predicted by the AD-ROM, G-ROM and filtered DNS are listed in Table 1. The Strouhal number predicted by the AD-ROM is slightly lower than the Strouhal number computed from the filtered DNS data because the AD-ROM’s shedding frequency is lower than the filtered DNS’ shedding frequency (see Fig. 1). We note that the G-ROM fails to predict a clear shedding frequency and, thus, cannot yield a Strouhal number.

To measure the computational efficiency of the AD-ROM (which is one of the main requirements for any successful ROM), we list in Table 2 its offline and online CPU times together with the G-ROM offline and online CPU times and the DNS CPU time. We draw the following conclusions from Table 2:
Fig. 2. Mean velocity components of the spatially filtered DNS and ROMs: (a) \( \langle u \rangle \) (the mean streamwise velocity), (b) \( \langle v \rangle \) (the mean normal velocity), and (c) \( \langle w \rangle \) (the mean spanwise velocity). (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
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Table 1
First, the AD-ROM online CPU time is on the same order as the G-ROM online CPU time. Both online CPU times are about four orders of magnitude lower than the DNS CPU time.

Second, the offline CPU times of both the AD-ROM and the G-ROM are about two orders of magnitude lower than the DNS CPU time. We note, however, that the AD-ROM and G-ROM offline CPU times are significantly higher than their corresponding online CPU times. Indeed, it is well known in the ROM community that in the offline stage, in order to assemble the vectors, matrices and tensors used in the dynamical systems formulation of the G-ROM, the underlying numerical discretization (e.g., FE discretization) needs to be used. Thus, the G-ROM offline CPU
time is significant. We also note that, since we use the FE-DF in the numerical discretization of the AD-ROM (see Section 4.3), additional vectors and matrices need to be assembled. This makes the AD-ROM offline CPU time higher than the G-ROM offline CPU time.

Finally, we note that in the applications generally targeted by ROMs, the models are used numerous times and for long time intervals [2,4,5]. Thus, in this type of applications, the bulk of the computational cost of the ROMs is paid in the online stage. Since, as mentioned above, the AD-ROM (and G-ROM) online CPU time is significantly lower than the DNS CPU time, we deem the AD-ROM as computationally efficient.
5.2. Comparison with other ROMs

In Section 5.1, to assess the performance of the new AD-ROM, we compared it with the G-ROM and the filtered DNS data. Overall, the AD-ROM results were significantly more accurate than the G-ROM results. Thus, the AD-ROM satisfied the basic accuracy criterion of any successful ROM. Furthermore, the AD-ROM results were...
Table 2
Offline and online CPU times (in seconds) of DNS and ROMs.

<table>
<thead>
<tr>
<th>Method</th>
<th>Offline</th>
<th>Online</th>
</tr>
</thead>
<tbody>
<tr>
<td>DNS</td>
<td>2.3e+06</td>
<td></td>
</tr>
<tr>
<td>G-ROM</td>
<td>5.9e+04</td>
<td>9.2e+01</td>
</tr>
<tr>
<td>AD-ROM</td>
<td>6.1e+04</td>
<td>1.4e+02</td>
</tr>
</tbody>
</table>

relatively close to the filtered DNS results, which prompted us to conclude that the AD-ROM was relatively accurate. A natural question, however, is how the AD-ROM’s accuracy compares with the accuracies of other ROMs for convection-dominated flows.

We emphasize that a thorough comparison of the AD-ROM with the plethora of ROMs for convection-dominated flows would require the numerical investigation of different types of ROM strategies for various computational settings and numerous parameter choices. Thus, while needed, this comparison is beyond the scope of this paper. We will, however, present next a brief qualitative comparison of the AD-ROM with two other representative classes of ROMs: the EV-ROMs [3,8,14] and the Reg-ROMs [37,38]. Since both the test problem and the statistics used in [14,38] are identical to those used in this paper, our qualitative comparison is meaningful.

Overall, the AD-ROM results are similar to those for the EV-ROMs in [14] and Reg-ROMs in [37,38]: For example, the accuracy of the AD-ROM energy spectrum (see Fig. 1 in this paper) is similar to the accuracy of the energy spectra of the best EV-ROMs (see Fig. 3 in [14]) and best Reg-ROMs (see Fig. 2 in [38]). The AD-ROM’s accuracy is also similar to that of the best EV-ROMs and Reg-ROMs with respect to other statistics and time evolution of the ROM coefficients (compare, e.g., Fig. 5 in this paper, Fig. 7 and Fig. 8 in [14], and Fig. 6 in [38]).

We believe that the AD-ROM’s performance is impressive given that we did not use any explicit numerical dissipation mechanisms, which are generally expected for ROMs of convection-dominated flows. Indeed, we emphasize that the EV-ROMs include terms that allow explicit dissipation [3,8,14] and the Reg-ROMs increase the numerical stability by using explicit spatial filtering of various terms in the models [37,38]. The AD-ROM, however, does not use any explicit dissipation mechanism. We followed this approach in order to decouple the AD and dissipation effects, which, we believe, is necessary in the first step of a careful assessment the AD procedure in a ROM setting.

6. Conclusions and future work

We used explicit ROM spatial filtering to develop a large eddy simulation ROM (LES-ROM) framework. Within this LES-ROM framework, we proposed an approximate deconvolution ROM (AD-ROM). We assessed the AD-ROM in the numerical simulation of the 3D flow past a circular cylinder at \( Re = 1000 \). The numerical investigation showed that the accuracy of the AD-ROM was significantly higher than the accuracy of the standard G-ROM and on the same order as the accuracy of the eddy viscosity ROMs (EV-ROMs) [14] and Reg-ROMs [38]. Finally, we emphasize that the CPU time of the AD-ROM was orders of magnitude lower than the CPU time of the DNS.

These first steps in the investigation of the LES-ROM framework and AD-ROM yielded encouraging results. We emphasize, however, that there are numerous open questions, both at a fundamental (theoretical and modeling) and practical (discretization) level. This is, of course, natural, since in the LES field the same issues have been tackled over decades. We believe that the following are some of the most stringent issues that need to be addressed in the LES-ROM framework (in general) and AD-ROM (in particular).

**LES-ROM Framework Open Questions.** We believe that the choice of the explicit ROM spatial filter used to develop the LES-ROM framework should be thoroughly investigated. Indeed, in the LES field, several spatial filters are commonly used, e.g., the Gaussian, box, sharp cutoff and differential filters (see [25,28] for more details). The effect of spatial filtering on the resulting LES model is relatively well understood. In the ROM field, however, to our knowledge, only two ROM spatial filters have been used so far: the ROM projection and the ROM differential filter. Their effect on the resulting ROMs has been investigated in [14,37,38,53,56]. We believe, however, that finding the best explicit ROM spatial filter for the LES-ROM framework is an important open question.

Once the ROM spatial filter is chosen, another open question for the LES-ROM framework is finding the optimal filter radius, \( \delta \). We emphasize that, although heuristic scalings (e.g., \( \delta \sim h \), where \( h \) is the mesh size) are often used in LES, the optimal scaling is, to our knowledge, still an open question in the LES field [25,28]. To answer this
question in our LES-ROM framework, we will use the LES-ROM discretization error (which consists of the error of the standard numerical discretization, the filtering error [25,45,47] and the ROM truncation [61]) to develop δ scalings, which we will then numerically investigate for different test problems.

In the derivation of the LES-ROM framework in Section 3, we assumed that the differentiation and spatial filtering operators commute. We note that in the LES field, this assumption fails in certain situations (for example, when the radius of the spatial filter, δ, is variable) [25,28]. In this cases, the *LES-ROM commutation error*, i.e., the error made by using the above assumption, must be addressed. Using a variable δ seems appropriate for our LES-ROM framework as well, especially when the POD modes display highly localized spatial features. Thus, we plan to investigate the magnitude of the LES-ROM commutation error when a variable δ is used. If the commutation error is relatively large compared with the discretization and modeling errors, then we will use various strategies to model it, just as in LES [25].

**LES: Before or After?** A natural question is whether spatial filtering and LES should be used to generate the snapshot data (i.e., before the ROM is used) or only to develop the ROM. We believe that in realistic, turbulent flow applications, spatial filtering and LES should be used both in the data generation and the ROM development (i.e., both “before” and “after”). The same conclusion seems to be yielded by the numerical investigation of a flow past the Ahmed body at Re = 300,000 in [18], in which a standard LES model (the Smagorinsky model) was used to generate the snapshots and a functional ROM closure model was utilized to stabilize the ROM. Since this paper represents the first step in the investigation of the new AD-ROM, we decided to separate the spatial filtering effects in the data generation from those in the ROM development. Thus, in this paper we only considered the “after” case. However, for the numerical simulation of realistic, high Reynolds number flows, we plan to use spatial filtering and LES both in the data generation and ROM development (i.e., both “before” and “after”).

**AD-ROM Open Questions.** The choice of other regularization methods in the AD-ROM should be carefully investigated. Indeed, as a first step, in this paper we considered only one of the simplest regularization methods, the Lavrentiev regularization. We plan, however, to investigate other regularization strategies, both variational and iterative [50–52].

Probably the most important research direction that we plan to pursue is to investigate the AD-ROM in the numerical simulation of realistic turbulent flows that display recurrent structures (see, e.g., [18,24]). We emphasize, however, that in these challenging settings, the current AD-ROM should probably be supplemented with a numerical dissipation mechanism (e.g., time relaxation [45]), just as in LES [30–32,49]. In this paper we investigated the AD-ROM without any additional numerical dissipation mechanism. We believe that decoupling the AD and dissipation mechanisms was necessary in order to understand the effect of the former, which, to our knowledge, is new in a ROM setting. We note, however, that for higher Reynolds number flows, adding numerical dissipation would probably be needed in order to account for the subgrid-scale effects due to the inherently coarse meshes used in the data generation.

In our numerical investigation, the accuracy of the new AD-ROM was similar to that of the EV-ROMs [14] and Reg-ROMs [38]. We believe that this is impressive, given that the new AD-ROM did not use any explicit numerical dissipation mechanisms, whereas the other ROMs did. For high Reynolds number flows, we plan to add numerical dissipation (e.g., time relaxation) to the AD-ROM and perform a thorough comparison with other types of ROMs (e.g., EV-ROMs [3,8,14], Reg-ROMs [37,38] and calibrated ROMs [62–65]).
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