
THE GEOMETRY OF NUMBERS

FRANK THORNE

Office hours: Tuesdays, 2:00-5:00.

Learning outcomes. The student will master a variety of classical methods used in number
theory, concerning the solution to counting problems in terms of lattice points, and will also be ex-
posed to contemporary research in the subject. tools used in modern algebraic number theory, and
will also learn their connection to classical number theoretic questions concerning the distribution
of primes and the solutions of Diophantine equations.

References. Useful source materials include Cox, Primes of the form x2 + ny2, Siegel’s book
on the geometry of numbers, and other references to be announced.

Instructional Delivery Strategy. Lecture.

Grading. (Revised) Large numbers of problems will be proposed, and the students will be
required to solve only some of them. 140+ for an A, 80+ for a B. The number of points is some-
what arbitrary and does not reflect a particular percentage of the number of problems assigned.

Prerequisites. Graduate standing in the math department or permission of instructor.
Students should have taken 703/704 (algebra) or its equivalent elsewhere, or be concurrently

enrolled in it. Also, students will be assumed to know elementary number theory, for example as
taught by Trifonov in the fall.

Some material presented will rely on more advanced topics (algebraic geometry, algebraic num-
ber theory, etc.) Since students will not be required to solve all homework problems, students will
still be able to succeed without this background material.

List of topics. The following is a rough outline of some of the topics we are likely to cover.
We are likely not to have time for all of them.

1. Warmup: the circle and hyperbola problems. Here are two classical questions:

How many points (x, y) in the plane satisfy x2 + y2 < N?

How many points (x, y) in the plane satisfy x > 0, y > 0, xy < N?

These are called, naturally enough, the circle and hyperbola problems respectively. The first
problem counts sums of two squares, or (equivalently) Gaussian integers (i.e., elements of Z[i]),
and the second problem asks for the average of the divisor function d(n).

We will begin our course by proving asymptotic formulas for each. Then we will look at the
error terms. We will obtain a good error term for the circle problem, but we will ask if we
can do better. (We can, if we use Poisson summation, or (basically equivalently) the functional
equation for Dedekind’s zeta function).
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For the hyperbola problem the error term will be much more problematic. In fact our analysis
will find a secondary term, which may be explained by looking at the geometry of the cusp, or
at the zeta function.

Later, we will introduce and prove Davenport’s lemma [3], which generalizes our method for
solving the circle problem. We will then consider what happens if we vary our problem. For
example, suppose that we want x2 +y2 or xy to be a quadratic residue modulo 7? Will the error
terms go up or down?

2. Gauss: Quadratic forms. We will then turn to the subject of quadratic forms, and its
investigation by many, especially Gauss: representations of integers, class numbers, fundamental
domains, Diophantine questions, and investigating class numbers individually and on average.
These questions are the prototype for more difficult questions that were asked later (e.g. those
appearing in Bhargava’s work).

Our investigation will be thorough and highly accessible to beginners. One good book is Cox
[?], and there are plenty of others.

3. Dirichlet: The class number formula. We will prove Dirichlet’s class number formula, in
both the imaginary and the more difficult real case. We will see how the real case presents
additional difficulties and how these are resolved. A thorough understanding of this will be very
helpful in understanding more technical geometry of numbers arguments.

4. Minkowski and Hermite: Bounding number fields by discriminant. We will cover clas-
sical theorems of Minkowski and Hermite on bounding the number of number fields of bounded
discriminant. Since Minkowski’s theorem was thoroughly covered in Spring 2013 (in 788P) it
will get an abbreviated treatment here.

5. Siegel on quadratic forms. We then plan to turn to Siegel’s investigation of indefinite qua-
dratic forms. and see how he computed the average class number, weighted by the regulator.
An important point is to see why he needed this weighting. Indeed, we will discover an annoying
phenomenon: for real quadratic fields you cannot generally count the class group independently
from the regulator.

6. Davenport and Heilbronn. We will study Davenport and Heilbronn’s parameterization of
cubic rings and fields in terms of binary cubic forms. As always there are two questions to be
studied: (1) How does one set up such a parameterization, and (2) how does one then count the
resulting lattice points?

7. Contemporary work: Bhargava, Wood, Shankar, Ho, ... A lot of exciting work is being
conducted in this subject right now. As time permits we will give a quick overview of this
subject. I also hope to have one or two guest lecturers come and address our number theory
seminar.

(This is a highly suitable topic for Ph.D. dissertations.)
Attendance policy. No penalty will be enforced for missed classes.
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