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* Supplementary dynamic geometry software activities using Cabri Geometry II and Geometer's Sketchpad are available at the website:
1.1 Gaining Perspective*

Finite geometries were developed in the late nineteenth century, in part to demonstrate and test the axiomatic properties of completeness, consistency, and independence. They are introduced in this chapter to fulfill this historical role and to develop both an appreciation for and an understanding of the revolution in mathematical and philosophical thought brought about by the development of non-Euclidean geometry. In addition, finite geometries provide relatively simple axiomatic systems in which we can begin to develop the skills and techniques of geometric reasoning. The finite geometries introduced in Sections 1.3 and 1.5 also illustrate some of the fundamental properties of non-Euclidean and projective geometry.

Even though finite geometries were developed as abstract systems, mathematicians have applied these abstract ideas in designing statistical experiments using Latin squares and in developing error-correcting codes in computer science. Section 1.4 develops a simple

* Supplementary dynamic geometry software activities are available at the website: http://www.stolaf.edu/people/cederj/geotext/info.htm.
error-correcting code and shows its connection with finite projective geometries. The application of finite affine geometries to the building of Latin squares is equally intriguing. Since Latin squares are clearly described in several readily accessible sources, the reader is encouraged to explore this topic by consulting the resources listed at the end of this chapter.

In studying finite axiomatic systems, you are encouraged to take advantage of the visual nature of geometry by constructing illustrations. These can be drawn using paper and pencil, or built with concrete objects such as yarn and game chips. While working through this first chapter, you are also encouraged to become familiar with dynamic geometry software (DGS). This new tool enables accurate renditions of traditional compass and straightedge constructions that then can be dynamically rearranged by dragging initial objects. Introductions featuring activities that review basic ideas in Euclidean geometry are available for both Geometer's Sketchpad and Cabri Geometry at the website: http://www.stolaf.edu/people/cederj/geotext/info.htm. You are encouraged to become familiar with one or both of these programs so that you can carry out explorations suggested in Chapters 2 through 5.

1.2 Axiomatic Systems

The study of any mathematics requires an understanding of the nature of deductive reasoning; frequently, geometry has been singled out for introducing this methodology to secondary school students. There are important historical reasons for choosing geometry to fulfill this role, but these reasons are seldom revealed to secondary school initiates. This section introduces the terminology essential for a discussion of deductive reasoning so that the extraordinary influence of the history of geometry on the modern understanding of deductive systems will become evident.

Deductive reasoning takes place in the context of an organized logical structure called an axiomatic (or deductive) system. Such a system consists of the components listed below:

**Components of an Axiomatic System**

1. Undefined terms.
2. Defined terms.
3. Axioms.
4. A system of logic.
5. Theorems.

**Undefined terms** are included since it is not possible to define all terms without resorting to circular definitions. In geometrical systems these undefined terms frequently, but not necessarily, include *point, line, plane* and *on*. **Defined terms** are not actually necessary, but in nearly every axiomatic system certain phrases involving undefined terms are used repeatedly. Thus, it is more efficient to substitute a new term, that is, a defined term, for each of these phrases whenever they occur. For example, in Euclidean geometry we substitute the term "parallel lines" for the phrase "lines that do not intersect." Furthermore, it is impossible to prove all statements constructed from the defined and undefined terms of the system without circular reasoning, just as it is impossible to define all terms. So an initial set of statements is accepted without proof. The statements that are accepted without proof are known as axioms. From the axioms, other statements can be deduced or proved using the rules of inference of a system of logic (usually Aristotelian). These latter statements are called theorems.

As noted earlier, the axioms of a system must be statements constructed using the terms of the system. But they cannot be arbitrarily constructed since an axiomatic system must be consistent.

**Definition 1.1**

An axiomatic system is said to be **consistent** if there do not exist in the system any two axioms, any axiom and theorem, or any two theorems that contradict each other.

It should be clear that it is essential that an axiomatic system be consistent, since a system in which both a statement and its negation can be proved is worthless. However, it soon becomes evident that it would be difficult to verify consistency directly from this definition, since all possible theorems would have to be considered.
Instead, models are used for establishing consistency. A model of an axiomatic system is obtained by assigning interpretations to the undefined terms so as to convert the axioms into true statements in the interpretations. If the model is obtained by using interpretations that are objects and relations adapted from the real world, we say we have established absolute consistency. In this case, statements corresponding to any contradictory theorems would lead to contradictory statements in the model, but contradictions in the real world are supposedly impossible. On the other hand, if the interpretations assigned are taken from another axiomatic system, we have only tested consistency relative to the consistency of the second axiomatic system; that is, the system we are testing is consistent only if the system within which the interpretations are assigned is consistent. In this second case, we say we have demonstrated relative consistency of the first axiomatic system. Because of the number of elements in many axiomatic systems, relative consistency is the best we are able to obtain. We illustrate the use of models to determine consistency of the axiomatic system for four-point geometry.

**Axioms for Four-Point Geometry**

**Undefined Terms.** Point, line, on.

**Axiom 4P.1.** There exist exactly four points.

**Axiom 4P.2.** Two distinct points are on exactly one line.

**Axiom 4P.3.** Each line is on exactly two points.

Before demonstrating the consistency of this system, it may be helpful to make some observations about these three statements which will also apply to other axioms in this text. Axiom 4P.1 explicitly guarantees the existence of exactly four points. However, even though lines are mentioned in Axioms 4P.2 and 4P.3, we cannot ascertain whether or not lines exist until theorems verifying this are proved, since there is no axiom that explicitly insures their existence. This is true even though in this system the proof of the existence of lines is almost immediate. Axioms 4P.2 and 4P.3, like many mathematical statements, are disguised “if ... then” statements. Axiom 4P.2 should be interpreted as follows: If two distinct points exist,

then these two points are on exactly one line. Similarly, Axiom 4P.3 should be interpreted: If there is a line, then it is on exactly two points. In other axiomatic systems, we will discover that the axioms actually lead to theorems telling us that there are many more points and/or lines than those guaranteed to exist by the axioms.

These observations suggest that the construction of any model for four-point geometry must begin with the objects known to exist, that is, four points. In model 4P.1 these points are interpreted as the letters A, B, C, D whereas in model 4P.2 (see Fig. 1.1) these points are interpreted as dots. In continuing to build either model, we must interpret the remaining undefined terms so as to create a system in which Axioms 4P.2 and 4P.3 become true statements.

**Model 4P.1**

<table>
<thead>
<tr>
<th>Undefined Term</th>
<th>Interpretation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Points</td>
<td>Letters A, B, C, D</td>
</tr>
<tr>
<td>Lines</td>
<td>Columns of letters given below</td>
</tr>
<tr>
<td>On</td>
<td>Contains, or is contained in Lines</td>
</tr>
<tr>
<td></td>
<td>A A B C</td>
</tr>
<tr>
<td></td>
<td>B C D D</td>
</tr>
</tbody>
</table>

**Model 4P.2**

<table>
<thead>
<tr>
<th>Undefined Term</th>
<th>Interpretation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Points</td>
<td>Dots denoted 1, 2, 3, 4</td>
</tr>
<tr>
<td>Lines</td>
<td>Segments illustrated in Fig. 1.1</td>
</tr>
<tr>
<td>On</td>
<td>A dot is an endpoint of a segment or vice versa</td>
</tr>
</tbody>
</table>
There are several other important properties that an axiomatic system may possess.

**Definition 1.2**
An axiom in an axiomatic system is independent if it cannot be proved from the other axioms. If each axiom of a system is independent, the system is said to be independent.

Clearly an independent system is more elegant since no unnecessary assumptions are made. However, the increased difficulty of working in an independent system becomes obvious when we merely note that accepting fewer statements without proof leaves more statements to be proved. For this reason the axiomatic systems used in secondary-school geometry are seldom independent.

The verification that an axiomatic system is independent is also done via models. The independence of Axiom A in an axiomatic system S is established by finding a model of the system S' where S' is the system obtained from S by replacing Axiom A with a negation of A. Thus, to demonstrate that a system consisting of n axioms is independent, n models must be exhibited—one for each axiom. The independence of the axiomatic system for four-point geometry is demonstrated by the following three models, all of which interpret points as letters of the alphabet and lines as the columns of letters indicated.

### Models Demonstrating Independence of Axioms for Four-Point Geometry

**Model 4P 1.1**
A model in which a negation of Axiom 4P.1 is true (i.e., there do not exist four points):

<table>
<thead>
<tr>
<th>Points</th>
<th>Lines</th>
</tr>
</thead>
<tbody>
<tr>
<td>A, B</td>
<td>A</td>
</tr>
<tr>
<td></td>
<td>B</td>
</tr>
</tbody>
</table>

Since this model contains only two points, the negation of Axiom 4P.1 is clearly true and it is easy to show that Axioms 4P.2 and 4P.3 are true statements in this interpretation.

**Model 4P 1.2**
A model in which a negation of Axiom 4P.2 is true (i.e., there are two distinct points not on one line):

<table>
<thead>
<tr>
<th>Points</th>
<th>Lines</th>
</tr>
</thead>
<tbody>
<tr>
<td>A, B, C, D</td>
<td>A, C</td>
</tr>
<tr>
<td></td>
<td>B, D</td>
</tr>
</tbody>
</table>

Note that in this model there is no line on points A and C. What other pairs of points fail to be on a line?

**Model 4P 1.3**
A model in which a negation of Axiom 4P.3 is true (i.e., there are lines not on exactly two points):

<table>
<thead>
<tr>
<th>Points</th>
<th>Lines</th>
</tr>
</thead>
<tbody>
<tr>
<td>A, B, C, D</td>
<td>A, B, C</td>
</tr>
<tr>
<td>B, D, D, D</td>
<td>C</td>
</tr>
</tbody>
</table>

In this model one line is on three points, whereas the remaining lines are each on two points, so the negation of Axiom 4P.3 is true in this interpretation.

Since we have demonstrated the independence of each of the axioms of four-point geometry, we have shown that this axiomatic system is independent.

Another property that an axiomatic system may possess is completeness.

**Definition 1.3**
An axiomatic system is complete if every statement containing undefined and defined terms of the system can be proved valid or invalid, or in other words, if it is not possible to add a new independent axiom to the system.

In general, it is impossible to demonstrate directly that a system is complete. However, if a system is complete, there cannot exist two
essentially different models. This means all models of the system must be pairwise isomorphic.

**Definition 1.4**

Two models \( \alpha \) and \( \beta \) of an axiomatic system are said to be *isomorphic* if there exists a one-to-one correspondence \( \phi \) from the set of points and lines of \( \alpha \) onto the set of points and lines of \( \beta \) that preserves all relations. In particular if the undefined terms of the system consist of the terms "point," "line," and "on," then \( \phi \) must satisfy the following conditions:

1. For each point \( P \) and line \( l \) in \( \alpha \), \( \phi(P) \) and \( \phi(l) \) are a point and line in \( \beta \).
2. If \( P \) is on \( l \), then \( \phi(P) \) is on \( \phi(l) \).

If all models of a system are pairwise isomorphic, it is clear that each model has the same number of points and lines. Furthermore, if a new independent axiom could be added to the system, there would be two distinct models of the system: a model \( \alpha \) in which the new axiom would be valid and a model \( \beta \) in which the new axiom would not be valid. The models \( \alpha \) and \( \beta \) could not then be isomorphic. Hence, if all models of the system are necessarily isomorphic, it follows that the system is complete.

In the example of the four-point geometry, it is clear that models 4P.1 and 4P.2 are isomorphic. The verification that all models of this system are isomorphic follows readily once the following theorem is verified (see Exercises 5 and 6).

**Theorem 4P.1**

There are exactly six lines in the four-point geometry.

Finally, any discussion of the properties of axiomatic systems must include mention of the important result contained in Gödel's theorem. Greatly simplified, this result says that any consistent axiomatic system comprehensive enough to contain the results of elementary number theory is not complete.

---

**Exercises**

For Exercises 1–4, consider the following axiomatic system:

**Axioms for Three-Point Geometry**

**Undefined Terms.** Point, line, on.

**Axiom 3P.1.** There exist exactly three points.

**Axiom 3P.2.** Two distinct points are on exactly one line.

**Axiom 3P.3.** Not all points are on the same line.

**Axiom 3P.4.** Two distinct lines are on at least one common point.

1. (a) Prove that this system is consistent. (b) Demonstrate absolute consistency or relative consistency? Explain.
2. Prove that this system is independent.
3. Prove the following theorems in this system: (a) Two distinct lines are on exactly one point. (b) Every line is on exactly two points. (c) There are exactly three lines.
4. Is this system complete? Why?
5. Prove Theorem 4P.1.
6. Prove that any two models of four-point geometry are isomorphic.

Use the following definition in Exercises 7 and 8.

**Definition**

The dual of a statement \( p \) in four-point geometry is obtained by replacing each occurrence of the term "point" in \( p \) by the term "line" and each occurrence of the term "line" in \( p \) by the term "point."

7. Obtain an axiomatic system for four-line geometry by dualizing the axioms for four-point geometry.
8. Verify that the dual of Theorem 4P.1 will be a theorem of four-line geometry. How would its proof differ from the proof of Theorem 4P.1 in Exercise 5?

---

**1.3 Finite Projective Planes**

As indicated by the examples in the previous section, there are geometries consisting of only a finite number of points and lines. In
this section we will consider an axiomatic system for an important
collection of finite geometries known as finite projective planes. These
geometries may, at first glance, look much like finite versions of
plane Euclidean geometry. However, there is a very important dif-
fERENCE. In a finite projective plane, each pair of lines intersects;
that is, there are no parallel lines. This pairwise intersection of lines
leads to several other differences between projective planes and Eu-
clidean planes. A few of these differences will become apparent in
this section; others will not become evident until we study general
plane projective geometry in Chapter 4.

Some of the first results in the study of finite projective geo-
tries were obtained by von Staudt in 1856, but it wasn’t until early
in this century that finite geometries assumed a prominent role in
mathematics. Since then, the study of these geometries has grown
considerably and there are still a number of unsolved problems
currently engaging researchers in this area.

**Axioms for Finite Projective Planes**

**Undefined Terms.** Point, line, incident.

**Defined Terms.** Points incident with the same line are said to be
collinear. Lines incident with the same point are said to be concurrent.

**Axiom P.1.** There exist at least four distinct points, no three of which
are collinear.

**Axiom P.2.** There exists at least one line with exactly \( n + 1 \) \((n > 1)\)
distinct points incident with it.

**Axiom P.3.** Given two distinct points, there is exactly one line
incident with both of them.

**Axiom P.4.** Given two distinct lines, there is at least one point
incident with both of them.

Any set of points and lines satisfying these axioms is called a
projective plane of order \( n \). Note that the word “incident” has been
used in place of the undefined term “on” in this axiom system,
since “incident” is commonly used in the study of general projective
planes.

![Finite Projective Plane Model](image)

**Figure 1.2** A finite projective plane model.

The consistency of this axiomatic system is demonstrated by
either of the following models which use the same interpretations
as models 4P1 and 4P2 in Section 1.2.

<table>
<thead>
<tr>
<th>Model P.1</th>
<th>Points</th>
<th>Lines</th>
</tr>
</thead>
<tbody>
<tr>
<td>A, B, C, D, E, F, G</td>
<td>A, B, C, D, E, F, G</td>
<td></td>
</tr>
<tr>
<td>B, D, E, F, G, H</td>
<td>B, D, E, F, G, H</td>
<td></td>
</tr>
<tr>
<td>C, D, E, F, G, K</td>
<td>C, D, E, F, G, K</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Model P.2</th>
<th>Points</th>
<th>Lines</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dots denoted 1, 2, 3, 4, 5, 6, 7</td>
<td>Segments illustrated in Fig. 1.2</td>
<td></td>
</tr>
</tbody>
</table>

Note that Models P.1 and P.2 depict a projective plane of order 2 and
both have exactly three points on each line, but there are projective
planes with more than three points on a line as shown by the next
model.

<table>
<thead>
<tr>
<th>Model P.3</th>
<th>Points</th>
<th>Lines</th>
</tr>
</thead>
<tbody>
<tr>
<td>H, I</td>
<td>H, I</td>
<td></td>
</tr>
</tbody>
</table>
Whereas models P.1 and P.2 have three points on each line, three lines on each point, and a total of seven points and seven lines, model P.3 has four points on each line, four lines on each point, and a total of thirteen points and thirteen lines. To determine if finite projective planes exist with more points and lines, it is clearly impractical to employ trial-and-error procedures. Instead we develop a series of theorems that lead to a general result regarding the number of points and lines in a finite projective plane of order $n$.

The proofs of these theorems are simplified by noting that this axiom system satisfies the principle of duality, which Coxeter has described as “one of the most elegant properties of projective geometry” (Coxeter, 1969, p. 231). As noted in the exercises in Section 1.2, the dual of a statement is obtained by replacing each occurrence of the word “point” by the word “line” and vice versa (consequently, the words “concurrent” and “collinear” must also be interchanged).

**Definition 1.5**
An axiomatic system in which the dual of any theorem is also a theorem is said to satisfy the principle of duality.

Thus, in an axiomatic system that satisfies the principle of duality, the proof of any theorem can be “turned into” a proof of a dual theorem merely by dualizing the original proof. To show that an axiom system has the property of duality it is necessary to prove that the duals of each axiom are theorems of the system. The theorems that are the dual statements of the four axioms of this system are listed here. The proofs of the duals of Axioms P.1, P.3, and P.4 are left to you.

**Theorem P.3** (Dual of Axiom P.4)
Given two distinct points, there is at least one line incident with both of them.

**Theorem P.4** (Dual of Axiom P.2)
There exists at least one point with exactly $n + 1$ ($n > 1$) distinct lines incident with it.

**Proof**
By Axiom P.2 there is a line $l$ with $n + 1$ points $P_1, P_2, \ldots, P_{n+1}$ and by Axiom P.1 there is a point $P$ not incident with $l$. Then by Axiom P.3 there exist lines $l_1, l_2, \ldots, l_{n+1}$ joining the point $P$ to points $P_1, P_2, \ldots, P_{n+1}$, respectively (see Fig. 1.3). It is sufficient to show that these lines are all distinct and that there are no other lines through $P$. If $l_i = l_j$ for $i \neq j$ then the two points $P_i$ and $P_j$ would be incident with both $l$ and $l_i = l_j$, and it would follow by Axiom P.3 that $l_1 = l_i = l_j$. But $P$ is on $l_i$ and not on $l$ so we have a contradiction. Thus, $l_i \neq l_j$ for $i \neq j$. Now assume there is an additional line, $l_{n+2}$ through $P$. This line must also intersect $l$ at a point $Q$ (Axiom P.4). Since $l$ has exactly $n + 1$ points, $Q$ must be one of the points $P_1, \ldots, P_{n+1}$. Assume $Q = P_i$, then, since $Q = P_i$ and $P$ are two distinct points on both $l_i$ and $l_{n+2}$, it follows that $l_{n+2} = l_i$. Therefore, the point $P$ is incident with exactly $n + 1$ lines.

![Figure 1.3](image.png)
The previous proof demonstrates several geometric conventions. First, to make the proof less awkward, the phrase “is incident with” is frequently replaced by a variety of other familiar terms such as “is on,” “contains,” and “through.” The meanings of these substitute terms should be obvious by their context. Second, uppercase letters are used to designate points while lowercase letters are used for lines. Finally, since diagrams are extremely helpful both in constructing and following a proof, figures are included as part of the proofs whenever appropriate; but the narrative portions of the proofs are constructed so as to be completely independent of the figures.

In models P1, P2, and P3, the number of points on each line and the number of lines on each point is the same for all lines and points in each model. That this must be true in general is verified by the following theorems.

**Theorem P.5**

*In a projective plane of order n, each point is incident with exactly n + 1 lines.*

**Proof**

Let $P$ be a point of the plane. Axiom P2 guarantees the existence of a line $l$ containing $n + 1$ points, $P_1, P_2, \ldots, P_{n+1}$. Then there are two cases to consider, depending on whether $P$ is on $l$ or not (see Figs. 1.4 and 1.5).

- **Case 1** ($P$ is not on $l$): If $P$ is not on $l$ there are at least $n + 1$ lines through $P$, namely, the lines joining $P$ to each of the points $P_1, P_2, \ldots, P_{n+1}$. Just as in the proof of the previous theorem, it can be shown that these lines are distinct and there are no other lines through $P$. So in this case there are exactly $n + 1$ lines through $P$.

  - **Case 2** ($P$ is on $l$): Assume $P = P_1$. Axiom P1 guarantees the existence of a point $Q$ not on $l$. It is also possible to verify the existence of a line $m$ that contains neither $P$ nor $Q$ (see Exercise 7). By case 1, $Q$ is on exactly $n + 1$ lines $m_1, m_2, \ldots, m_{n+1}$. But each of these lines intersects $m$ in a point $R_i$ for $i = 1, \ldots, n + 1$. It can easily be shown that these points are distinct and that these are the only points on line $m$. Thus, $P$ is not on the line $m$, which contains exactly $n + 1$ points, so as in case 1, $P$ is incident with exactly $n + 1$ lines.

With this theorem in hand, the following theorem follows immediately by duality.

**Theorem P.6**

*In a projective plane of order $n$, each line is incident with exactly $n + 1$ points.*

Using these results, we can now determine the total number of points and lines in a projective plane of order $n$.
Theorem P.7
A projective plane of order \( n \) contains exactly \( n^2 + n + 1 \) points and \( n^2 + n + 1 \) lines.

Proof
Let \( P \) be a point in a projective plane of order \( n \). Then every other point is on exactly one line joining it with the point \( P \). By Theorem P.5 there are exactly \( n + 1 \) lines through \( P \) and by Theorem P.6 each of these lines contains exactly \( n + 1 \) points, that is, \( n \) points in addition to \( P \). Thus, the total number of points is \((n+1)n+1 = n^2 + n + 1\). A dual argument verifies that the total number of lines is also \( n^2 + n + 1 \).

Thus, a finite projective plane of order two must have seven points and seven lines and a projective plane of order three must have thirteen points and thirteen lines. But one of the unresolved questions in the study of finite geometries is the determination of the orders for which finite projective planes exist. A partial answer to this question was given in 1906 when Veblen and Bussey proved that there exist finite projective planes of order \( n \) whenever \( n \) is a power of a prime. It has long been conjectured that these are the only orders for which finite projective planes exist. In 1949 Bruck and Ryser proved that if \( n \) is congruent to 1 or 2 (modulo 4), and if \( n \) cannot be written as the sum of two squares, then there are no projective planes of order \( n \). This proved the conjecture for an infinite number of cases including \( n = 6, 14, 21, \) and \( 22 \). However, it also left open an infinite number of cases including \( n = 10, 12, 15, 18, \) and \( 20 \). In late 1988, a group of researchers in the computer science department at Concordia University in Montreal completed a case-by-case computer analysis requiring several thousand hours of computer time. By investigating the implications of the existence of an order 10 projective plane, they concluded that the conjecture is also correct for \( n = 10 \); that is, finite projective planes of order 10 do not exist. This leaves \( n = 12 \) as the smallest number for which the conjecture is unproven (Cipra, 1988).

The study of the infinite projective plane from both synthetic and analytic viewpoints yields a wealth of interesting geometric properties which are generalizations of both Euclidean and non-Euclidean properties. We pursue this study in Chapter 4, following an introduction of non-Euclidean geometry (Chapter 2) and the development of an analytic model for Euclidean geometry (Chapter 3). However, as we shall see in the following section, even one of the simplest projective geometries, namely the finite projective plane of order 2, has an application that demonstrates the relevance of geometry to exciting new areas of mathematics.

Exercises
1. Which axioms for a finite projective plane are also valid in Euclidean geometry? Which are not?
2. Prove that the axiomatic system for finite projective planes is incomplete.
3. Verify that models P.1 and P.2 are isomorphic.
5. Prove Theorem P.2.
7. Verify the existence of the line \( m \) used in case 2 of the proof of Theorem P.5.
8. How many points and lines does a finite projective plane of order 7 have?

The axioms for a finite affine plane of order \( n \) are given below. The undefined terms and definitions are identical to those for a finite projective plane.

Axioms for Finite Affine Planes

Axiom A.1. There exist at least four distinct points, no three of which are collinear.
Axiom A.2. There exists at least one line with exactly \( n \) (\( n > 1 \)) points on it.
Axiom A.3. Given two distinct points, there is exactly one line incident with both of them.
Axiom A.4. Given a line \( l \) and a point \( P \) not on \( l \), there is exactly one line through \( P \) that does not intersect \( l \).
9. How do the axioms for a finite affine plane differ from those for a finite projective plane?

10. Show that a finite affine plane does not satisfy the principle of duality.

11. Find models of affine planes of orders 2 and 3.

The following exercises ask you to prove a series of theorems about finite affine planes. You should prove these in the order indicated since some will require that you use a previous result.

12. Prove: In an affine plane of order \( n \), each point lies on exactly \( n + 1 \) lines. [Hint: Consider two cases as in the proof of Theorem P5.]

13. Prove: In an affine plane of order \( n \), each line contains exactly \( n \) points.

14. Prove: In an affine plane of order \( n \), each line \( l \) has exactly \( n - 1 \) lines that do not intersect \( l \).

15. Prove: In an affine plane of order \( n \), there are exactly \( n^2 \) points and \( n^2 + n \) lines.

16. Verify that if one line and its points are deleted from the finite projective plane of order 2 given in model P1 or P2, the remaining points and lines form a model of an affine plane. What is its order?

### 1.4 An Application to Error-Correcting Codes

The finite projective plane of order 2 illustrated in models P1 and P2 of the previous section is known as a **Fano plane**. A concise way of representing this and other finite planes is a configuration known as an **incidence table**. The lines of the plane are represented by columns in Table 1.1, while the points of the plane are represented by rows. Entries of 0 and 1 represent nonincidence and incidence, respectively.

This table demonstrates that we can represent each point in a Fano plane uniquely by a vector consisting of the entries in the corresponding row of the incidence table. Thus, point \( A \) can be represented by the vector \((1, 0, 0, 0, 0, 1, 1)\). Similarly, every point in a

**Table 1.1 Incidence Table for a Fano Plane.**

<table>
<thead>
<tr>
<th></th>
<th>( l_1 )</th>
<th>( l_2 )</th>
<th>( l_3 )</th>
<th>( l_4 )</th>
<th>( l_5 )</th>
<th>( l_6 )</th>
<th>( l_7 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( A )</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>( B )</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>( C )</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>( D )</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>( E )</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>( F )</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>( G )</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

A Fano plane can be represented by a binary 7-tuple; that is, a vector with seven components, each of which is a 0 or 1. Note that the vector for any given point contains exactly three 1’s, so in the language of coding theory, we say that each vector has **weight** 3. Following a brief introduction to the area of coding theory, we shall see that these seven vectors play an important role in an elementary error-correcting code.

Coding theory is devoted to the detection and correction of errors that are introduced when messages are transmitted. Such codes have found application in transmission of pictures from space and in the development of the compact disk. The impetus for developing these codes arose from the frustrations that Richard W. Hamming encountered in 1947 when working with a mechanical relay computer, which dumped his program whenever it detected an error. Having a computer that could detect but not find and correct an error led to the development of error-correcting codes.

Since then, coding theory has become an important research area, using results from projective geometry, group theory, the theory of finite fields, and linear programming. Error-correcting coding has been described as "the art of adding redundancy efficiently so that most messages, if distorted, can be correctly decoded" (Fless, 1982, p. 2).

One of the simplest error-correcting codes is a projective geometry code known as the **Hamming (7,4) code**. This code can be generated by the four rows of the matrix \( G \) below, known as the generator matrix for the code. In this matrix, the first row vector is the code word for 1000, the binary representation of the decimal...
number 8; the second row is the code word for 0100, the binary representation of the decimal number 4; and so on. The first four digits of these code words occupy the so-called information positions, since they represent the actual number or message to be transmitted. The remaining three positions are called the redundancy positions.

\[
G = \begin{bmatrix}
1 & 0 & 0 & 0 & 0 & 1 & 1 \\
0 & 1 & 0 & 0 & 1 & 0 & 1 \\
0 & 0 & 1 & 0 & 1 & 1 & 0 \\
0 & 0 & 0 & 1 & 1 & 1 & 1 \\
\end{bmatrix}
\]

Other code words are obtained by adding these rows where the addition is the usual componentwise vector addition modulo 2. Note that when we find all possible sums of these rows (see Table 1.2), we obtain in the first four positions all 16 possible strings of 0's and 1's; that is, all binary representations of the decimal numbers 0 through 15.

The redundancy digits in the last three positions allow single error corrections; that is, if a transmitted message contains a single digit error these extra digits allow us to find and correct the error.

For example, the message \( x = 1010010 \) does not appear in Table 1.2 as a possible code word. Assuming that a single error has occurred in the transmission of a code word we can locate the error and correct it using the parity check matrix \( H \). This parity check matrix consists of seven column vectors, which give the binary representations of the decimal numbers 1 through 7.

\[
H = \begin{bmatrix}
0 & 0 & 0 & 1 & 1 & 1 & 1 \\
0 & 1 & 1 & 0 & 0 & 1 & 1 \\
1 & 1 & 0 & 1 & 1 & 0 & 1 \\
1 & 0 & 1 & 0 & 1 & 1 & 1 \\
0 & 1 & 1 & 1 & 1 & 0 & 0 \\
0 & 1 & 1 & 1 & 1 & 1 & 1 \\
0 & 1 & 1 & 1 & 1 & 1 & 0 \\
\end{bmatrix}
\]

\[
\begin{bmatrix}
1 \\
0 \\
0 \\
0 \\
1 \\
1 \\
0 \\
\end{bmatrix}
\]

\[
\begin{bmatrix}
1 \\
0 \\
0 \\
0 \\
1 \\
1 \\
0 \\
\end{bmatrix}
\]

Since the result is \((1, 0, 0)\), namely, the binary representation of the decimal number 4, the error occurs in the fourth position; hence the original code word was 1010010. Similarly, we can show that each of the \(2^7\) possible binary 7-tuples differs from a possible code word in at most one digit; and if there is a difference, the digit in which the "error" occurs can be located with the parity check matrix. However, when an actual code word is multiplied by this parity check matrix, the result is \((0, 0, 0)\) (see Exercises 6 and 7).

The parity check matrix \( H \) can be thought of as the defining matrix for this code. Note that the matrix \( H \) clearly has rank 3, and since \( H \) is a \( 3 \times 7 \) matrix it represents a linear transformation from a vector space of dimension 7 to one of dimension 3. As we recall from linear algebra the kernel of this linear transformation is the set of solutions of \( Hx = 0 \) and the dimension of this kernel is \( 7 - 3 = 4 \). By demonstrating that \( Hx = 0 \) whenever \( x \) is a code word, we can show that the row vectors of the generator matrix \( G \) are basis vectors for this kernel. Thus, the code words of the Hamming (7, 4) code form a subspace of a vector space. Any code for which the code words form a subspace is said to be linear.

The code words of the Hamming (7, 4) code can be considered to be coordinates of points in a seven-dimensional space where the entire space consists of points corresponding to the \(2^7\) possible messages, that is, the possible binary 7-tuples. Distance in this space is defined in terms of a function known as the Hamming distance.
Definition

The Hamming distance $d(x, y)$ between two binary $n$-tuples $x$ and $y$ is the number of components by which the $n$-tuples differ.

Thus, if $x = 1001110$ and $y = 1011010$, $d(x, y) = 3$. Clearly, the maximum distance between binary 7-tuples is 7, and, as you can easily verify, the minimum distance between any pair of nonzero code words in the Hamming $(7, 4)$ code is 3. Since the minimum distance is 3 this is also known as the Hamming $(7, 4, 3)$ code. Also note that the distance between 0000000 and any other binary 7-tuple $x$ is just the number of ones in $x$, that is, the weight of $x$. Thus the minimum weight of this code is said to be 3.

To further illustrate the role of the Hamming distance in the Hamming $(7, 4, 3)$ code, we first consider a more elementary code consisting of just the two code words 000 and 111. These two code words can be identified as opposite vertices in a three-dimensional cube with vertices consisting of all ordered triples of 0 and 1 where edges join pairs of vertices whose Hamming distance is 1, as shown in Fig. 1.6. Notice that the Hamming distance between two vertices in this cube counts the number of edges of the cube that must be traversed to go from one vertex to the other.

Whereas the Hamming distance between the two code words 000 and 111 is 3, the binary 3-tuples that could occur if exactly one error is made in transmitting the code word 000 would be those at distance 1 from 000, namely, 001, 010, and 100. The set {001, 010, 100} is said to form a 1-sphere, centered at the code word 000. These same binary 3-tuples are located at a distance 2 from the other code word, 111. The vertex 111 is the center of a second 1-sphere consisting of all binary 3-tuples that could occur if exactly one error is made in transmitting 111 (Fig. 1.7). These two spheres partition the set of binary 3-tuples, so that every binary 3-tuple appears in one of these two spheres. Thus, if we assume that a given message contains one or fewer errors, we can decode it by locating the unique nearest code word.

Similarly, we can view the code words in the Hamming $(7, 4, 3)$ code as select vertices in a seven-dimensional cube where edges again join pairs of vertices located a Hamming distance of 1 unit apart. Here the minimum distance between code words is also 3 and all binary 7-tuples lie in a set of nonoverlapping 1-spheres that exhaust the seven-dimensional cube (see Exercise 6). The decoding process we are using is that of locating the nearest code word. Codes with the property that all possible messages lie within or on nonoverlapping spheres of radius $t$, are called perfect $t$-error correcting codes. Thus, the Hamming $(7, 4, 3)$ code, in addition to being linear, is a perfect 1-error-correcting code.

A result from coding theory (Blake, 1975, p. 185) shows that a perfect linear code is spanned by its minimum weight vectors. This means that the vectors of weight 3 span the Hamming $(7, 4, 3)$ code. As we can easily verify, these are the vectors in the rows of the incidence table for the Fano plane. Furthermore, the rows of the generator matrix $G$ form a basis for this set.
Exercises

1. Show that the points and lines of the incidence table (Table 1.1) satisfy the axioms for a projective plane.

2. Demonstrate that the Fano plane given by the incidence table (Table 1.1) is isomorphic to that given in model P1 of Section 1.3.

3. Verify that any pair of coordinate vectors in the incidence table (Table 1.1) differ in exactly four components, that is, their Hamming distance is 4.

4. Write out the binary representations of the decimal numbers 1 through 15.

5. Verify that there are exactly $2^7 - 16$ binary 7-tuples that are not code words in the Hamming $(7, 4, 3)$ code.

6. (a) Show that there are exactly seven binary 7-tuples that differ from the code word $1000011$ in exactly one digit. (b) Apply the parity check matrix $H$ to one of these seven and verify that it does locate the position in which the digit differs.

7. Show that $Hx = 0$ for each row vector in the generator matrix $G$.

8. Obtain all possible code words in the linear $(5, 3)$ binary code with generator matrix $G'$.

$$G' = \begin{bmatrix} 1 & 0 & 0 & 1 & 1 \\ 0 & 1 & 0 & 0 & 1 \\ 0 & 0 & 1 & 1 & 1 \end{bmatrix}$$

9. Show that the Hamming distance is a metric, that is, that it satisfies each of the following conditions:

   (i) $d(x, y) = 0$ iff $x = y$.

   (ii) $d(x, y) = d(y, x)$.

   (iii) $d(x, z) \leq d(x, y) + d(y, z)$.

10. Verify that the minimum distance between any pair of code words in the Hamming $(7, 4, 3)$ code is 3.

11. Show that the set of code words in the Hamming $(7, 4, 3)$ code can be obtained by adding the two 7-tuples 0000000 and 1111111 to the fourteen 7-tuples that occur either as rows of Table 1.1 or as rows of the incidence table obtained from Table 1.1 by interchanging 0's and 1's.

1.5 Desargues' Configurations

In this section we consider an axiomatic system for one more finite structure. We shall see that this structure not only satisfies the principle of duality but also exhibits an interesting relation between points and lines similar to the polarity relation of projective geometry. This relation involves points that do not lie on a line. Since the term "geometry" is usually reserved for structures in which each pair of points determines a unique line, we refer to the structures that satisfy our axioms as Desargues' configurations. Desargues' configurations are so named because they illustrate a theorem in real projective geometry known as Desargues' theorem. This theorem is stated in terms of two particular properties of triangles, that is, sets of three noncollinear points. If two triangles $ABC$ and $DEF$ have the

![Figure 1.8 A Desargues' configuration.](image-url)
property that lines joining corresponding vertices (i.e., \(AD, BE, CF\)) are concurrent, the triangles are said to be **perspective from a point**. Similarly, if the triangles possess the dual property that the intersections of corresponding sides are collinear, they are said to be **perspective from a line**. With these definitions, Desargues’ theorem can be stated succinctly.

**Desargues’ Theorem**

*If two triangles are perspective from a point, then they are perspective from a line.*

An example of a Desargues’ configuration and its corresponding incidence table is shown in Fig. 1.8 and Table 1.3 (as in Section 1.4 entries of 0 and 1 represent nonincidence and incidence, respectively). As you can see, either from the configuration or the incidence table, \(ABC\) and \(DEF\) are triangles that are perspective from point \(G\) and line \(l_5\).

Careful scrutiny of either the structure shown in Fig. 1.8 or the corresponding incidence table (Table 1.3) will lead to the observation that for each point \(M\) in the structure there is a line \(m\) such that no lines join \(M\) with points on \(m\). The point \(M\) and line \(m\) are referred to as **pole** and **polar**, respectively. This pole-polar relation is described in detail by the following definitions and axioms.

### Table 1.3 Incidence Table for a Desargues’ Configuration.

<table>
<thead>
<tr>
<th></th>
<th>(l_1)</th>
<th>(l_2)</th>
<th>(l_3)</th>
<th>(l_4)</th>
<th>(l_5)</th>
<th>(l_6)</th>
<th>(l_7)</th>
<th>(l_8)</th>
<th>(l_9)</th>
<th>(l_{10})</th>
</tr>
</thead>
<tbody>
<tr>
<td>(A)</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>(B)</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>(C)</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>(D)</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>(E)</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>(F)</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>(G)</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>(H)</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>(I)</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>(J)</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

### Axioms for Desargues’ Configurations

**Undefined Terms.** Point, line, on.

**Defined Terms.** If there are no lines joining a point \(M\) with points on line \(m\) (\(M\) not on \(m\)), \(m\) is called a **polar** of \(M\) and \(M\) is called a **pole** of \(m\).

**Axiom DC.1.** There exists at least one point.

**Axiom DC.2.** Each point has at least one polar.

**Axiom DC.3.** Each line has at most one pole.

**Axiom DC.4.** Two distinct points are on at most one line.

**Axiom DC.5.** There are exactly three distinct points on each line.

**Axiom DC.6.** If line \(m\) does not contain point \(P\), then there is a point on both \(m\) and any polar of \(P\).

It should be no surprise that the Desargues’ configuration shown in Fig. 1.8 provides a model for this axiomatic system. Furthermore, as you can easily verify, this axiomatic system satisfies the principle of duality (see Exercise 3).

Other properties of Desargues’ configurations are given by the following theorems. The first of these theorems describes an important property of poles and polars. We encounter this property again when we study the polarity relation in projective geometry in Chapter 4.

### Theorem DC.1

*If \(P\) is on a polar of point \(Q\), then \(Q\) is on each polar of \(P\).*

**Proof**

Let \(P\) be on \(q\) where \(q\) is a polar of \(Q\) (Fig. 1.9). Thus, since \(Q\) is not on \(q\) (why?), \(q\) must contain two more points, \(R\) and \(S\), which are distinct from \(P\) and \(Q\) (Axiom DC-5). Let \(P\) be a polar of \(P\) and assume \(Q\) is not on \(p\). Then by Axiom DC-6, \(p\) and \(q\) must intersect at a point, namely, \(P, R,\) or \(S\). But \(P\) is not on \(p\) by definition. And if \(R\) or \(S\) are on \(p\), then \(q\) is a line joining \(P\) with a point on its polar, contradicting the definition. Thus, \(Q\) is on \(p\).

The usefulness of the property described in Theorem DC.1 is illustrated in the proofs of the following two theorems, which verify that the correspondence between poles and polars is one-to-one.
**Theorem DC.2**  
Each point has exactly one polar.

**Proof**  
Let $P$ be an arbitrary point. By Axiom DC.2, $P$ has at least one polar $p$. Assume $P$ has a second polar $p'$. By Axioms DC.4 and DC.5 there is a point $T$ on $p'$ but not on $p$. Let $t$ be a polar of $T$. Then by Axiom DC.6, $p$ and $t$ intersect. But since $T$ is on $p'$, $P$ is on $t$ by the previous theorem, and so line $t$ joins $P$ to a point on $p$, contradicting the definition of polar. Thus $P$ has exactly one polar.

**Theorem DC.3**  
Each line has exactly one pole.

**Proof**  
By Axiom DC.3 each line has at most one pole. Hence, it suffices to show that an arbitrary line $p$ has at least one pole. Let $R$, $S$ and $T$ be the three points on $p$, and let $r$ and $s$ be the unique polars of $R$ and $S$ (Theorem DC.2). Clearly, $S$ is not on $r$ (why?). Therefore, by Axiom DC.6, there is a point $P$ on $r$ and $s$. But $P$ is on the polars of $R$ and $S$; hence, by Theorem DC.1, $R$ and $S$ are on the unique polar of $P$. So $p$ is the polar of $P$ or $P$ is the pole of $p$.

These theorems and the following exercises illustrate that even though a finite structure may involve a limited number of points and lines, the structure may possess 'strange' properties such as duality and polarity, which are not valid in Euclidean geometry. Another unexpected property illustrated by the exercises is that in Desargues' configurations, a line has exactly three lines parallel to it through its pole; that is, there are points through which there are three lines parallel to a given line (see Exercise 6). Because of this latter property, Desargues' configurations can be classified as non-Euclidean.

**Exercises**

1. In the Desargues' configuration shown in Fig. 1.8 find the pole of line $AB$ and the polar of $C$.

2. (a) Find two triangles in the Desargues' configuration in Fig. 1.8 that are perspective from point $C$. From which line are these two triangles perspective? (b) Find two triangles in the Desargues' configuration in Fig. 1.8 that are perspective from line $AB$. From which point are these two triangles perspective?

The following exercises ask you to verify theorems in the axiom system for Desargues' configurations. This means you must justify your proofs on the basis of the axioms— you cannot verify your reasoning on the basis of the model or incidence table given in this section.

3. Verify the duals of Axioms DC.1 through DC.6.

4. Prove: There is a line through two distinct points iff their polars intersect.

5. Prove: If $p$ and $q$ are two lines both parallel to $m$ (i.e., $p$ and $m$ have no common points, nor do $q$ and $m$), then $p$ and $q$ intersect at the pole of $m$.

6. Prove: Through a point $P$ there are exactly three lines parallel to $p$, the polar of $P$ (i.e., the three lines have no points in common with line $p$).

7. Prove: There are exactly 10 points and 10 lines in a Desargues' configuration.

8. Prove Desargues' theorem. That is, show that if $ABC$ and $A'B'C'$ are two triangles perspective from a point $P$, then they are perspective from a line. (Assume that the points $A, B, C, A', B', C'$, and $P$ are all distinct and that no three of the points $A, B, C, A', B', C'$ are collinear.)

The following exercises ask you to work in an axiomatic system for finite structures known as Pappus' configurations. These axioms are as follows:
Axioms for Pappus' Configurations

Undefined Terms. Point, line, on.

Defined Terms. Two lines without a common point on them are parallel.
Two points without a common line on them are parallel.

Axiom PC.1. There exists at least one line.
Axiom PC.2. There are exactly three distinct points on every line.
Axiom PC.3. Not all points are on the same line.
Axiom PC.4. There is at most one line on any two distinct points.
Axiom PC.5. If P is a point not on a line m, there is exactly one line on P parallel to m.
Axiom PC.6. If m is a line not on a point P, there is exactly one point on m parallel to P.

9. (a) Construct a model of a Pappus' configuration. (b) Construct an incidence table for this model.

10. Verify that this axiomatic system satisfies the principle of duality.

11. Prove: If m is a line, there are exactly two lines parallel to m.

12. Prove: There are exactly nine points and nine lines in a Pappus' configuration.

13. Prove: If m and n are parallel lines with distinct points A, B, C on m and A', B', C' on n, then the three intersection points of AC' with CA', AB' with BA', and BC' with CB' are collinear. (This result, which is valid in some projective planes, is known as the Theorem of Pappus.)

1.6 Suggestions for Further Reading


Readings on Latin Squares

2.1 Gaining Perspective

Mathematics is not usually considered a source of surprises, but non-Euclidean geometry contains a number of easily obtainable theorems that seem almost “heretical” to anyone grounded in Euclidean geometry. A brief encounter with these “strange” geometries frequently results in initial confusion. Eventually, however, this encounter should not only produce a deeper understanding of Euclidean geometry, but it should also offer convincing support for the necessity of carefully reasoned proofs for results that may have once seemed obvious. These individual experiences mirror the difficulties mathematicians encountered historically in the development of non-Euclidean geometry. An acquaintance with this history and an appreciation for the mathematical and intellectual importance of Euclidean geometry is essential for an understanding of the profound impact of this development on mathematical and philosophical thought. Thus, the study of Euclidean and non-Euclidean geometry as mathematical systems can be greatly enhanced by parallel readings in the history of geometry. Since the mathematics of the ancient Greeks was primarily geometry, such readings provide an introduction to the historical setting in which the theorems we have been studying were discovered.