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Abstract

We study nonlinear approximation in $L_p(\mathbb{R}^d)$ ($0 < p < \infty$, $d > 1$) from (a) $n$-term rational functions, and (b) piecewise polynomials generated by different anisotropic dyadic partitions of $\mathbb{R}^d$. To characterize the rates of each such piecewise polynomial approximation we introduce a family of smoothness spaces (B-spaces) which can be viewed as an anisotropic variation of Besov spaces. We use the B-spaces to prove Jackson and Bernstein estimates and then characterize the piecewise polynomial approximation by interpolation. Our main estimate relates $n$-term rational approximation with piecewise polynomial approximation in $L_p(\mathbb{R}^d)$. This result enables us to obtain a direct estimate for $n$-term rational approximation in terms of a minimal B-norm (over all dyadic partitions). We also show that the Haar bases associated with anisotropic dyadic partitions of $\mathbb{R}^d$ can be successfully utilized for nonlinear approximation. We give an effective algorithm for best Haar basis or best B-space selection.
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1. Introduction

The theory of univariate rational approximation on $\mathbb{R}$ is a relatively well developed area in approximation theory (see, e.g., [20]). At the same time, the theory of multivariate rational approximation is virtually not existing yet. A reason for this is that it is extremely hard to deal with rational functions of the form $R := P/Q$. 
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where $P$ and $Q$ are algebraic polynomial in $d$ variables ($d > 1$). Very little is known about this type of rational functions. It seems natural to consider approximation from the smaller set of $n$-term rational functions or atomic rational functions that is the set of all rational functions of the form

$$R = \sum_{j=1}^{n} r_j \quad \text{with } r_j \text{ of the form } r(x) = \prod_{k=1}^{d} \frac{a_k x_k + b_k}{(x_k - \alpha_k)^2 + \beta_k^2}.$$  \hfill (1.1)

As it will be shown in this article, this is a powerful tool for approximation and at the same time it is more tangible than the former.

It is also interesting to consider approximation from multivariate rational functions of the form $R = \sum_{j=1}^{n} r_j$, where $r_j$ are dilates and shifts of a single radial partial fraction such as $r(x) = 1/(1 + |x|^2)^k$. In [12], we consider such approximation and prove a direct estimate in terms of the usual Besov norm (exactly the same as the one used in nonlinear approximation from wavelets or regular splines). To prove this result, we first constructed good bases consisting of dyadic shifts and dilates of a single rational function and then utilized them to nonlinear approximation (see also [19]).

In this article, we take a different approach to the problem. We prove an estimate that relates the multivariate $n$-term rational approximation to a broad class of nonlinear piecewise polynomial approximation in $L_p(\mathbb{R}^d)$ ($0 < p < \infty$). In particular, this result relates the $n$-term rational approximation to nonlinear approximation from piecewise polynomials generated by any anisotropic dyadic partition of $\mathbb{R}^d$. Then we utilize this relationship to obtain an estimate for $n$-term rational approximation in terms of the minimal smoothness norm (over all dyadic partitions). These estimates extend to the multivariate case results from [15,17].

As a consequence of our approach, a substantial part of this article is devoted to nonlinear approximation from piecewise polynomials over dyadic partitions which is interesting in its own right. To the best of our knowledge this problem was first posed explicitly in [14, Section 5.4.3]. Note that we consider not one but a collection of approximation processes each of them determined by a dyadic partition of $\mathbb{R}^d$. The ultimate goal of the theory of any approximation scheme is to characterize the rates of approximation in terms of certain smoothness conditions. To characterize the rates of piecewise polynomial approximation generated by an arbitrary dyadic partition, we introduce a family of new smoothness spaces (B-spaces) which can be viewed as an anisotropic variation of Besov spaces. We use the B-spaces to prove Jackson and Bernstein estimates and then characterize the approximation by interpolation. In [18], we proved that in the univariate case a scale of Besov spaces governs the rates of nonlinear piecewise polynomial approximation. Similar Besov spaces have also been used for characterization of multivariate nonlinear (regular) spline $L_p$-approximation in [5] ($1 \leq p < \infty$) and [7] ($p = \infty$), see also [11]. Here we extend and refine these results.
In addition to this, we consider the library of anisotropic Haar bases which are naturally associated with anisotropic dyadic partitions of $\mathbb{R}^d$. Since every anisotropic Haar basis is an unconditional basis in $L_p$ ($1 < p < \infty$) and characterizes the corresponding B-spaces (see Section 5), it provides an effective tool for nonlinear approximation from piecewise constants. Moreover, as we show in Section 5, in a natural discrete setting, there is a practically feasible algorithm for best Haar basis or best B-space selection for any given function. In this way, the approximation procedure can effectively be completed.

A leading idea in this article is that the classical smoothness spaces are not suitable for measuring the smoothness of the functions in highly nonlinear approximation such as multivariate rational or piecewise polynomial approximation. More sophisticated means of measuring the smoothness are needed. We believe that, in some cases, the smoothness should be measured by means of a collection of smoothness space scales (like the B-spaces).

The outline of the article is the following. In Section 2, we introduce the B-spaces and establish some of their basic properties. In Section 3, we prove Jackson and Bernstein estimates and then characterize the nonlinear piecewise polynomial approximation generated by an arbitrary anisotropic dyadic partition of $\mathbb{R}^d$. In Section 4, we prove an estimate that relates the $n$-term rational approximation to nonlinear piecewise polynomial approximation and, as a consequence, we obtain a direct estimate for rational approximation in terms of the minimal B-norm. Section 5 is devoted to the anisotropic Haar bases. We give an algorithm for best Haar basis or best B-space selection. In Section 6, we present our viewpoint on some of the principle questions concerning nonlinear approximation and pose some open problems. Section 7 is an appendix, where we give the proofs of some auxiliary statements from Section 2 and the lengthy proof of an interpolation result from Section 3.

Throughout this article, the positive constants are denoted by $c, c_1, \ldots$ and they may vary at every occurrence, $A \asymp B$ means $c_1 B \leq A \leq c_2 B$; $\Pi_k$ denotes the set of all algebraic polynomials in $d$ variables of total degree $< k$. For a set $E \subset \mathbb{R}^d$, $\mathbb{I}_E$ denotes the characteristic function of $E$, and $|E|$ denotes the Lebesgue measure of $E$. Since we systematically work with quasi-normed spaces such as $L_p$, $0 < p < 1$, “norm” will stand for “norm” or “quasi-norm”.

2. B-spaces

In this section, we introduce a family of smoothness spaces (B-spaces) which will be used for the characterization of nonlinear piecewise polynomial approximation (Sections 3 and 5) and in $n$-term rational approximation (Section 4). These spaces can be defined on $\mathbb{R}^d$ ($d > 1$) or on an arbitrary box $\Omega$ in $\mathbb{R}^d$. For convenience, we shall only consider the case when $|\Omega| = 1$ and $\Omega$ is with sides parallel to the coordinate axes. We shall define the B-spaces by using local polynomial approximation over boxes from nested anisotropic dyadic partitions of $\mathbb{R}^d$ or $\Omega$. 
Anisotropic dyadic partitions of $\mathbb{R}^d$ or $\Omega$: We call

$$\mathcal{P} = \bigcup_{m \in \mathbb{Z}} \mathcal{P}_m$$

a dyadic partition of $\mathbb{R}^d$ with levels $\{\mathcal{P}_m\}$ if the following conditions are fulfilled:

(a) Every level $\mathcal{P}_m$ is a partition of $\mathbb{R}^d$: $\mathbb{R}^d = \bigcup_{I \in \mathcal{P}_m} I$ and $\mathcal{P}_m$ consists of disjoint dyadic boxes of the form $I = \mathcal{I}_1 \times \cdots \times \mathcal{I}_d$, where each $\mathcal{I}_j$ is a semi-open dyadic interval ($\mathcal{I}_j = [(v - 1)2^m, v2^m]$), and $|I| = 2^{-m}$.

(b) The levels of $\mathcal{P}$ are nested, i.e., $\mathcal{P}_{m+1}$ is a refinement of $\mathcal{P}_m$. Thus each $I \in \mathcal{P}_m$ has two children, say, $J_1, J_2 \in \mathcal{P}_{m+1}$ such that $I = J_1 \cup J_2$ and $J_1 \cap J_2 = \emptyset$.

(c) For any boxes $I', I'' \in \mathcal{P}$ there exists a box $I \in \mathcal{P}$ such that $I' \cup I'' \subset I$.

Also, we call $\mathcal{P} = \bigcup_{m \geq 0} \mathcal{P}_m$ a dyadic partition of $\Omega$ ($|\Omega| = 1$) if $\mathcal{P}_0 := \{\Omega\}$ and the levels $\{\mathcal{P}_m\}_{m \geq 1}$ satisfy conditions (a) and (b) from above with $\mathbb{R}^d$ replaced by $\Omega$.

The next few remarks will help to understand better the nature of dyadic partitions. First, condition (c) above is not very restrictive but it prevents $\mathcal{P}_m$ from possible deteriorations as $m \to -\infty$. This condition implies that in each dyadic partition $\mathcal{P}$ of $\mathbb{R}^d$ there is a single tree structure with set inclusion as the order relation.

We note that the two children, say, $J_1, J_2 \in \mathcal{P}_{m+1}$ of any $I \in \mathcal{P}_m$ can be obtained by splitting $I$ in two equal subboxes in $d$ ($d > 1$) different ways. Therefore, there is a huge variety of anisotropic dyadic partitions $\mathcal{P}$ of $\mathbb{R}^d$ or $\Omega$.

A dyadic partition of any box can easily be obtained inductively (by successive subdividing). For instance, suppose we want to subdivide $I$ by “halving” $I$ in one of the $d$ coordinate directions, thus obtaining two new dyadic boxes which we include in $\mathcal{P}_{m+1}$. We process in the same way all boxes from $\mathcal{P}_m$ and as a result obtain the next level $\mathcal{P}_{m+1}$ of dyadic boxes.

To construct an anisotropic partition $\mathcal{P}$ of $\mathbb{R}^d$, one can proceed as follows: First, cover $\mathbb{R}^d$ by a growing sequence of dyadic boxes $I_0 \subset I_1 \subset \cdots$, $|I_j| = 2^j$, $\mathbb{R}^d = \bigcup_{j \geq 0} I_j$, starting from an arbitrary dyadic box $I_0$ and growing the consecutive boxes infinitely many times in all four directions. Second, subdivide each box $I_j$ and its sibling (contained in $I_{j+1}$) as above.

A typical property of the anisotropic dyadic partitions is that each level $\mathcal{P}_m$ of such a partition $\mathcal{P}$ consists of dyadic boxes $I$ with $|I| = 2^{-m}$ and at the same time there could be extremely (uncontrollably) long and narrow boxes in $\mathcal{P}_m$.

**Local polynomial approximation:** Fix a box $I \subset \mathbb{R}^d$ and let $f \in L_p(I)$. Then

$$E_k(f, I)_p := \inf_{P \in \Pi_k} ||f - P||_{L_p(I)}$$

is the error of $L_p(I)$ approximation to $f$ from $\Pi_k$, the set of all algebraic polynomials of degree $< k$. The local modulus of smoothness $\omega_k(f, I)_p$ is defined as
usual by
\[
\omega_k(f, I)_p := \sup_{h \in \mathbb{R}^d} ||A_h^k(f, \cdot)||_{L_p(I)},
\]
(2.2)

where \(A_h^k(f, x)\) is the \(k\)th difference with step \(h \in \mathbb{R}^d\) and \(A_h^k(f, x) := 0\) if the segment \([x, x + kh]\) is not entirely contained in \(I\).

We shall need the fact that \(E_k(f, I)_p\) and \(\omega_k(f, I)_p\) are equivalent:
\[
E_k(f, I)_p \approx \omega_k(f, I)_p
\]
(2.3)

with constants of equivalence depending only on \(p, k,\) and \(d\). Equivalence (2.3) follows from the case when \(I = [0, 1]^d\) by a simple change of variables; the upper estimate is Whitney’s theorem (see [2] if \(p \geq 1\) and [22] if \(0 < p < 1\)) and the lower estimate follows by the fact that \(A_h^k(P, x) = 0\) if \(P \in \Pi_k\).

We shall often use the following lemma which establishes the equivalence of different norms of polynomials over different sets.

**Lemma 2.1.** Suppose \(R := I \setminus J\), where \(J \subset I\) and \(I, J\) are dyadic boxes in \(\mathbb{R}^d\) or \(J = \emptyset\). Let \(I' \subset R\) be also a dyadic box with \(|I'| = |I|/2\). Then, for each polynomial \(P \in \Pi_k\) and \(0 < \tau, p \leq \infty\),
\[
||P||_{L_p(I)} \approx ||P||_{L_p(R)} \approx ||P||_{L_p(I')}
\]
(2.4)

and
\[
||P||_{L_{\tau}(R)} \approx |R|^{1/\tau - 1/p} ||P||_{L_{\tau}(R)}
\]
(2.5)

with constants of equivalence depending only on \(p, \tau, k,\) and \(d\).

**Proof.** This lemma follows immediately from the obvious case \(I = [0, 1]^d\) (all norms of a polynomial are equivalent) by change of variables. \(\square\)

We find useful the concept of near best approximation which we borrowed from [8]. A polynomial \(Q \in \Pi_k\) is said to be a near best \(L_p(I)\) approximation to \(f\) from \(\Pi_k\) with constant \(A\) if
\[
||f - Q||_{L_p(I)} \leq AE_k(f, I)_p.
\]
Note that if \(p \geq 1\), then a near best \(L_p(I)\) approximation \(Q := Q_I(f)\) from \(\Pi_k\) can be realized by a linear projector.

**Lemma 2.2.** Let \(0 < q < p\) and let \(Q_I\) be a near best \(L_q(I)\) approximation to \(f\) from \(\Pi_k\). Then \(Q_I\) is a near best \(L_p(I)\) approximation to \(f\) from \(\Pi_k\).

**Proof.** See [8]. \(\square\)

**Definition of B-spaces on \(\mathbb{R}^d\)** Let \(\mathcal{P}\) be an arbitrary anisotropic dyadic partition of \(\mathbb{R}^d\) \((d > 1), \alpha > 0, 0 < p, q \leq \infty,\) and \(k \geq 1\). We define the B-space \(B_{pq}^k(\mathcal{P})\) as the set of
all functions \(f \in L_p(\mathbb{R}^d)\) such that

\[
||f||_{B_{pq}^k(\mathcal{P})} := \left( \sum_{m \in \mathbb{Z}} \left( \sum_{I \in \mathcal{P}_m} (|I|^{-2} E_k(f, I)_p^p)^{q/p} \right)^{1/q} \right)^{1/q}
\]

is finite, where the \(\ell_q\)-norm is replaced by the sup-norm if \(q = \infty\) as usual. From (2.3), it follows that

\[
||f||_{B_{pq}^k(\mathcal{P})} \approx N_1(f, \mathcal{P}) := \left( \sum_{m \in \mathbb{Z}} \left( \sum_{I \in \mathcal{P}_m} (|I|^{-2} E_k(f, I)_p^p)^{q/p} \right)^{1/q} \right)^{1/q} .
\]  

(2.6)

Evidently, if \(f \in B_{pq}^k(\mathcal{P})\) and \(||f||_{B_{pq}^k(\mathcal{P})} = 0\), then \(E_k(f, I)_p = 0\) for all \(I \in \mathcal{P}\), which together with the fact that \(f \in L_p(\mathbb{R}^d)\) and condition (c) on dyadic partitions implies that \(f = 0\) a.e. (see also the proof of Theorem 2.4 in Appendix A). Therefore, \(|| \cdot ||_{B_{pq}^k(\mathcal{P})}\) is a norm if \(p, q \geq 1\) and a quasi-norm otherwise.

We now introduce the linear piecewise polynomial approximation generated by \(\mathcal{P}\). Let \(\mathcal{G}_m := \mathcal{G}_m^k(\mathcal{P})\) be the set of all piecewise polynomials of degree \(< k\) on boxes \(I \in \mathcal{P}_m\), that is, \(S \in \mathcal{G}_m^k\) if \(S = \sum_{I \in \mathcal{P}_m} \chi_I \cdot P_I\), where \(P_I \in \Pi_k\). Evidently, \(\cdots \subset \mathcal{G}_{k-1} \subset \mathcal{G}_0 \subset \mathcal{G}_k \subset \cdots\). We denote

\[
\mathbb{L}_p := \mathbb{L}_p(\mathcal{P}, k) := \bigcup_{m \in \mathbb{Z}} \mathcal{G}_m^k,
\]

where the closure is taken in \(L_p(\mathbb{R}^d)\). Evidently, \(\mathbb{L}_p\) is a subspace of \(L_p\) and

\[
\mathbb{L}_p = \{ \chi_I \cdot P_I : P_I \in \Pi_k, I \in \mathcal{P} \},
\]

where “span” means “closed span in \(L_p\)”.

We denote by \(S_m^k(f)_p := S_m^k(f, \mathcal{P})_p\) the error of \(L_p\) approximation to \(f\) from \(\mathcal{G}_m^k\), i.e., \(S_m^k(f)_p := \inf_{S \in \mathcal{G}_m^k} ||f - S||_p\). Clearly, if \(f \in L_p\), then \(f \in \mathbb{L}_p\) if and only if \(\lim_{m \to \infty} S_m^k(f)_p = 0\). It may happen that \(\mathbb{L}_p(\mathcal{P}, k) \neq L_p\). However, if \(\sup\{\text{diam}(I) : I \in \mathcal{P}_m\} \to 0\) as \(m \to 0\), then \(\mathbb{L}_p(\mathcal{P}, k) = L_p\).

Clearly, by (2.7),

\[
N_1(f, \mathcal{P}) = \left( \sum_{m \in \mathbb{Z}} \left( 2^{2m} S_m^k(f, \mathcal{P})_p^q \right)^{1/q} \right)^{1/q} .
\]  

(2.8)

Therefore, the B-spaces \(B_{pq}^k(\mathcal{P})\) are approximation spaces generated by \(\{S_m^k(f, \mathcal{P})_p\}\).

Let \(Q_{I, \eta}(f)\) be a polynomial of near best \(L_\eta(I)\) approximation to \(f\) from \(\Pi_k\) with some constant \(A\) (the same for all \(I \in \mathcal{P}\)). Note that \(Q_{I, \eta}(f)\) can be defined as a linear projector if \(\eta \geq 1\). Then \(T_{m, \eta}(f) := T_{m, \eta}(f, \mathcal{P}) := \sum_{I \in \mathcal{P}_m} \chi_I \cdot Q_{I, \eta}\) is a near best \(L_\eta\)
approximation to \( f \) from \( D^k_m \). We define

\[
t_{m,n} (f) := t_{m,n} (f, \mathcal{P}) := T_{m,n} (f) - T_{m-1,n} (f).
\] (2.9)

We now introduce a new norm in \( B^p_{q,k} (\mathcal{P}) \) by

\[
N_2(f, \mathcal{P}) := \left( \sum_{m \in \mathbb{Z}} (2^{mn} ||t_{m,n}(f)||_p)^q \right)^{1/q}, \quad \text{where } 0 < \eta \leq p.
\] (2.10)

**Lemma 2.3.** The norms \( || \cdot ||_{B^p_{q,k} (\mathcal{P})}, N_1(\cdot), \text{ and } N_2(\cdot) \) are equivalent with constants of equivalence independent of \( \mathcal{P} \).

**Proof.** The equivalence of \( || \cdot ||_{B^p_{q,k} (\mathcal{P})} \) and \( N_1(\cdot) \) has already been indicated in (2.7).

Now, we show that \( N_1(\cdot) \approx N_2(\cdot) \). Let \( N_1(f) < \infty \). By Lemma 2.2, \( Q_{t,n}(f) \) is a near best \( L_p(I) \) approximation to \( f \) from \( \Pi_k \) and hence \( ||f - T_{m,n}(f)||_p \leq cS^k_m(f)_p \). Therefore,

\[
||t_{m,n}(f)||_p \leq c||f - T_{m,n}(f)||_p + c||f - T_{m-1,n}(f)||_p \leq cS^k_m(f)_p + cS^k_{m-1}(f)_p.
\]

This implies \( N_2(f) \leq cN_1(f) \).

In the other direction, if \( N_2(f) < \infty \), then it is easily seen that

\[
S^k_m(f)_p \leq ||f - T_{m,n}||_p \leq \left( \sum_{j=m+1}^{\infty} ||t_{j,n}||^2_p \right)^{1/2}, \quad \lambda := \min\{p, 1\}.
\] (2.11)

To complete the proof, we need the following discrete Hardy inequality: If \( \{x_m\}_{m \in \mathbb{Z}} \) and \( \{y_m\}_{m \in \mathbb{Z}} \) are two sequences of nonnegative numbers such that

\[
y_m \leq \left( \sum_{j=m+1}^{\infty} x_j^\lambda \right)^{1/\lambda}, \quad \lambda > 0,
\]

\[
\sum_{m \in \mathbb{Z}} (2^{mn} y_m)^q \leq c \sum_{m \in \mathbb{Z}} (2^{mn} x_m)^q, \quad \alpha, q > 0,
\] (2.12)

where \( c = c(\lambda, \alpha, q) \). This inequality follows easily by Hölder’s inequality. We use (2.8), (2.11), and (2.12) to obtain \( N_1(f) \leq cN_2(f) \). Therefore, \( N_1(f) \approx N_2(f) \). \( \Box \)

**The B-spaces** \( B^k_{\tau} (\mathcal{P}) \) **on** \( \mathbb{R}^d $$: For the purposes of nonlinear piecewise polynomial and \( n \)-term rational approximation, we shall only need a specific class of B-spaces, namely, the spaces \( B^k_{\tau} (\mathcal{P}) \). Therefore, for the rest of this section, we focus our attention exclusively on these specific B-spaces.

We shall always assume that \( 0 < p \leq \infty, \alpha > 0, k \geq 1, \text{ and } \tau \) is defined by \( 1/\tau := \alpha + 1/p \). We shall briefly denote the B-space \( B^k_{\tau} (\mathcal{P}) \) by \( B^k_{\tau} (\mathcal{P}) \) or simply by \( B^k_{\tau} \). By the definition of B-spaces in (2.6), we have

\[
||f||_{B^k_{\tau} (\mathcal{P})} := \left( \sum_{I \in \mathcal{P}} (|I|^{-\alpha} \omega_k(f, I)_\tau)^\frac{1}{\tau} \right)^{1/\tau}
\] (2.13)
and, using Lemma 2.3,

\[ ||f||_{B^\tau_m(\mathcal{P})} \sim N_2(f, \mathcal{P}) = \left( \sum_{I \in \mathcal{P}} (|I|^{-\tau} ||t_{I,\eta}(f)||_\tau)^\tau \right)^{1/\tau} \]  

if \( 0 < \eta \leq \tau \),  

(2.14)

where \( t_{I,\eta}(f) = \mathbb{1}_I \cdot t_{m,\eta}(f) \) if \( I \in \mathcal{P}_m, m \in \mathbb{Z} \).

In some instances, the \( B^\tau_m \)-norms from (2.13) to (2.14) are not quite convenient since the \( L_\tau \)-norm which they involve is not very friendly when \( \tau < 1 \). This is the case when the smoothness parameter \( \alpha \geq 1 \). We next show that this drawback of the above norms can be overcome. We introduce the following new \( B \)-norms: For \( f \in L_\eta \), \( 0 < \eta < p \), we set

\[ N_{0,\eta}(f, \mathcal{P}) := \left( \sum_{I \in \mathcal{P}} (|I|^{1/p-1/\eta} \omega_k(f, I, \eta))^{\tau} \right)^{1/\tau} \]  

and

\[ N_{1,\eta}(f, \mathcal{P}) := \left( \sum_{I \in \mathcal{P}} (|I|^{1/p-1/\eta} ||t_{I,\eta}(f)||_{\eta})^{\tau} \right)^{1/\tau}, \]  

(2.16)

where \( t_{I,\eta}(f) = \mathbb{1}_I \cdot t_{m,\eta}(f, \mathcal{P}) \) if \( I \in \mathcal{P}_m, m \in \mathbb{Z} \) (see (2.9)). Note that \( N_{0,\tau}(f, \mathcal{P}) = ||f||_{B^\tau_m(\mathcal{P})} \). Using (2.5) and the relation \( 1/\tau = \alpha + 1/p \), we readily obtain

\[ N_{1,\eta}(f, \mathcal{P}) \approx \left( \sum_{I \in \mathcal{P}} ||t_{I,\eta}(f)||_p^\tau \right)^{1/\tau}. \]  

(2.17)

The following embedding theorem will be important for our further developments.

**Theorem 2.4.** If \( f \in L_\eta \), \( 0 < \eta < p < \infty \), and \( N_{1,\eta}(f, \mathcal{P}) < \infty \), then

\[ f = \sum_{m \in \mathbb{Z}} t_{m,\eta}(f) \quad \text{a.e. on} \quad \mathbb{R}^d \]  

(2.18)

with the series converging absolutely a.e., and

\[ ||f||_p \leq \left| \sum_{m \in \mathbb{Z}} |t_{m,\eta}(f)| \right|_p \leq c N_{1,\eta}(f, \mathcal{P}), \]  

(2.19)

where \( c = c(\alpha, k, p, d, \eta) \).

We shall deduce this theorem from the following more general embedding theorem:

**Theorem 2.5.** Let \( 1 \leq p < \infty \). Suppose \( \{\Phi_m\} \) is a sequence of functions on \( \mathbb{R}^d \) with the properties:

(i) \( \Phi_m \in L_\infty \), \( \text{supp} \Phi_m \subset E_m \) with \( 0 < |E_m| < \infty \) and

\[ ||\Phi_m||_\infty \leq c_1 |E_m|^{-1/p} ||\Phi_m||_p, \]

(2.20)
(ii) If $x \in E_m$, then

$$
\sum_{E_j \ni x, \; |E_j| \geq |E_m|} (|E_m|/|E_j|)^{1/p} \leq c_1,
$$

where the summation is over all indices $j$ for which $E_j$ satisfy the indicated conditions. Then we have

$$
\left\| \sum_j |\Phi_j(x)| \right\|_p \leq c \left( \sum_j \|\Phi_j\|_p^\tau \right)^{1/\tau}, \quad 0 < \tau < p,
$$

where $c = c(p, \tau, c_1)$.

To avoid nonnecessary technicalities at this early stage, we shall give the proofs of Theorems 2.4 and 2.5 as well as the one of the next theorem in the appendix.

**Theorem 2.6.** The norms $\| \cdot \|_{B^k(\mathcal{P})}$, $N_{\alpha, \eta}(\cdot, \mathcal{P})$ ($0 < \eta < p$), and $N_{\alpha, \eta}(\cdot, \mathcal{P})$ ($0 < \eta < p$), defined in (2.13), (2.15), and (2.16), are equivalent with constants of equivalence depending only on $\alpha$, $k$, $p$, $d$, and $\eta$. Furthermore, the equivalence of $\| \cdot \|_{B^k(\mathcal{P})}$ and $N_{\alpha, \eta}(\cdot, \mathcal{P})$ is no longer valid if $\eta \geq p$.

**B-spaces on $\Omega$:** We shall only define the B-spaces $B^k_\tau(\mathcal{P})$ on $\Omega$ which we need in nonlinear piecewise polynomial and rational approximation. The more general B-spaces $B^k_{pq}(\mathcal{P})$ on $\Omega$ can be introduced in an obvious way.

We again assume that $0 < p < \infty$, $\alpha > 0$, $k \geq 1$, and $1/\tau = \alpha + 1/p$. Let $\mathcal{P} = \bigcup_{m \geq 0} \mathcal{P}_m$ be an arbitrary dyadic partition of $\Omega$ ($|\Omega| = 1$). We define the space $B^k_\tau := B^k(\mathcal{P})$ as the set of all $f \in L_\tau(\Omega)$ such that

$$
|f|^k_{B^k_\tau(\mathcal{P})} := \left( \sum_{I \in \mathcal{P}} (|I|^{-\alpha} \omega_k(f, I))_{1/\tau} \right)^{1/\tau} < \infty.
$$

(2.20)

Evidently, $|f + P|_{B^k_\tau} = |f|_{B^k_\tau}$ for $P \in \Pi_k$ and hence $| \cdot |_{B^k_\tau}$ is a semi-norm if $\tau \geq 1$ and a semi-quasi-norm if $\tau < 1$.

By Theorems 2.7 and 2.8, if $f \in B^k_\tau(\mathcal{P})$ then $f \in L_p(\Omega)$. Therefore, it is natural to define a norm in $B^k_\tau(\mathcal{P})$ by

$$
\|f\|_{B^k_\tau(\mathcal{P})} := |f|_{L_p(\Omega)} + |f|_{B^k_\tau(\mathcal{P})}.
$$

(2.21)

Similarly as in (2.8), we have

$$
\|f\|_{B^k_\tau(\mathcal{P})} \approx \|f\|_p + \left( \sum_{m \in \mathbb{Z}} (2^m S_m^k(f, \mathcal{P}))_{1/\tau} \right)^{1/\tau},
$$

(2.22)

where $S_m^k(f, \mathcal{P})_{1/\tau}$ is the error of linear piecewise polynomial approximation, defined similarly as in the case of B-spaces on $\mathbb{R}^d$ (see the definition above (2.8)).
In analogy to (2.15), we introduce a more general norm by

$$
\mathcal{N}_{\omega,q}(f, \mathcal{P}) = \| f \|_p + \left( \sum_{I \in \mathcal{P}} (|I|^{1/p-1/q}|\omega_k(f,I)|)^{2/\tau} \right)^{1/\tau}, \quad 0 < \eta < p.
$$

(2.23)

Also, similarly as in the definition of B-norms on $\mathbb{R}^d$ (see (2.9) and (2.14)), we define the operators: $Q_{I,\eta}(f)$, $T_{m,\eta}(f) := T_{m,\eta}(f, \mathcal{P})$, $t_{m,\eta}(f) := t_{m,\eta}(f, \mathcal{P})$ $(m \geq 0)$, and $t_{I,\eta}(f)$, $f \in L_\eta(\Omega)$, with the natural modification $T_{-1,\eta}(f) := 0$, i.e., $t_{0,\eta}(f) := T_{0,\eta}(f) := Q_{\Omega,\eta}(f)$. We define another norm by

$$
\mathcal{N}_{t,\eta}(f, \mathcal{P}) = \left( \sum_{I \in \mathcal{P}} (|I|^{1/p-1/q}|t_{I,\eta}(f)||\eta|)^{2/\tau} \right)^{1/\tau} \approx \left( \sum_{I \in \mathcal{P}} \|t_{I,\eta}(f)||\eta\|_p \right)^{1/\tau},
$$

where $0 < \eta < p$.

(2.24)

Theorem 2.4 implies immediately the following analogue of Theorem 2.5:

**Theorem 2.7.** If $f \in L_\eta(\Omega)$, $0 < \eta < p < \infty$, and $\mathcal{N}_{t,\eta}(f, \mathcal{P}) < \infty$, then

$$
f = \sum_{m \geq 0} t_{m,\eta}(f) \quad \text{absolutely a.e. and} \quad \| f \|_p \leq \left\| \sum_{m \geq 0} |t_{m,\eta}(f)| \right\|_p \leq c \mathcal{N}_{t,\eta}(f, \mathcal{P}).
$$

We proceed similarly as in the proof of Theorem 2.6 (see Appendix A) to prove the equivalence of the above defined B-norms:

**Theorem 2.8.** The norms $\| \cdot \|_{B_s^m(\mathcal{P})}$, $\mathcal{N}_{\omega,q}(\cdot, \mathcal{P})$ $(0 < \eta < p)$, and $\mathcal{N}_{t,\eta}(\cdot, \mathcal{P})$ $(0 < \eta < p)$, defined in (2.21)-(2.24), are equivalent with constants of equivalence depending only on $\alpha$, $k$, $p$, $d$, and $\eta$.

**Comparison of B-spaces with Besov spaces:** We first recall the definition of Besov spaces on $E = \mathbb{R}^d$, $E = [a,b]^d$ or on a Lipschitz domain $E \subset \mathbb{R}^d$ ($d \geq 1$). The Besov space $B_s^q(L_p) := B_s^q(L_p)(E)$, $s > 0$, $1 \leq p, q \leq \infty$, is defined as the set of all functions $f \in L_p(E)$ such that

$$
|f|_{B_s^q(L_p)} := \left( \int_0^{\infty} \left( t^{-s} \omega_k(f, t)^q \right) \frac{dt}{t} \right)^{1/q} < \infty
$$

(2.25)

with the $L_q$-norm replaced by the sup-norm if $q = \infty$, where $k = [s] + 1$ and $\omega_k(f, t)$ is the $k$-th modulus of smoothness of $f$ in $L_p(E)$. The norm in $B_s^q(L_p)$ is usually defined by $\| f \|_{B_s^q(L_p)} := |f|_{B_s^q(L_p)} + |f|_{B_s^q(L_p)}$. It is well known that if in (2.25) $k$ is replaced by any other $k > s$, then the resulting space would be the same with an equivalent norm. The point is that, for nontrivial functions $f$, the maximal rate of convergence of $\omega_k(f, t)_p$ is $O(t^k)$ when $p \geq 1$ and it is $O(t^{k-1+1/p})$ when $p < 1$ (see, e.g., [20]). This is the reason for introducing $k$ as a parameter of the Besov spaces with the
next definition. We define the space

$$B^{p,k}_q(L_p) := B^{p,k}_q(L_p(E)), \quad 0 < p, q \leq \infty, \ s > 0, \ k \geq 1,$$

as the Besov space $B^{p}_q(L_p(E))$ from above, where the parameters $k$ and $s$ are already set independent of each other.

For the theory of nonlinear (regular) spline approximation in $L_p(E), \ 0 < p < \infty$, one can utilize the Besov space

$$B^{d_{x,k}}(L_t) = B^{d_{x,k}}(L_t(E))$$

with parameters set as elsewhere in this article: $k \geq 1, \, \alpha > 0$, and $1/\tau := \alpha + 1/p$ (see [18] when $d = 1$, and [5, 7] when $d > 1$). Since $B^{d_{x,k}}(L_t)$ is embedded in $L_p$, it is natural to define a norm in $B^{d_{x,k}}(L_t)$ by $\|f\|_{B^{d_{x,k}}(L_t)} := \|f\|_p + \|f\|_{B^{d_{x,k}}(L_t)}$. In the following, we shall restrict our attention to the case $E = \mathbb{R}^d \ (d > 1)$.

We call a dyadic partition $\mathcal{P}$ of $\mathbb{R}^d$ regular if there is a constant $K \geq 2$ such that for each box $I =: I_1 \times \cdots \times I_d$ from $\mathcal{P}$ we have $K^{-1} \leq |I_1|/|I_\mu| \leq K, \ 1 \leq \nu, \mu \leq d$.

Now, if $\mathcal{P}$ is a regular dyadic partition of $\mathbb{R}^d$ and $f \in B^{d_{x,k}}(L_t)$, then $f \in B^{d_{x,k}}(\mathcal{P})$ and

$$\|f\|_{B^{d_{x,k}}(\mathcal{P})} \leq c \|f\|_{B^{d_{x,k}}(L_t)},$$

which easily follows using the following equivalence:

$$\omega_k(f, I)^{s} \approx \frac{1}{|I|} \int_{[0, \ell(I)]^d} \int_{I_{kh}} |A^k_h(f, x)|^s \, dx \, dh, \quad I \in \mathcal{P}, \tag{2.27}$$

where $I_{kh} := \{x \in I: [x, x + kh] \subset I\}$ and $\ell(I)$ is the maximal side of $I$ or diam $(I)$ (see [20] for the proof of (2.27) in the univariate case; the same proof applies to the multivariate case as well). Notice that the smoothness parameters of B-spaces and Besov spaces above are normalized differently. Thus the B-space $B^{d_{x,k}}(\mathcal{P})$ corresponds to the Besov space $B^{d_{x,k}}(L_t)$ with $s = dx$.

Using the idea of the proof of Theorem 2.6 in Appendix A, one can easily prove that, for a regular dyadic partition $\mathcal{P}$,

$$B^{d_{x,k}}(L_t(\mathbb{R}^d)) = B^{d_{x,k}}(\mathcal{P}), \quad \text{if } 0 < \alpha < 1/p, \tag{2.28}$$

with equivalent norms, and this is no longer true if $\alpha \geq 1/p$, $B^{d_{x,k}}(\mathcal{P})$ is much larger than $B^{d_{x,k}}(L_t(\mathbb{R}^d))$ in this case. A key fact here is that, for each $I \in \mathcal{P}$ and $\alpha \geq 1/p$, $\|1_I\|_{B^{d_{x,k}}(L_t)} = \infty$, while at the same time $\|1_I\|_{B^{d_{x,k}}(\mathcal{P})} \approx \|1_I\|_p$. The same is true if $1_I$ is replaced by $P \cdot 1_I, \ P \in \Pi_k, \ P \neq 0$.

Suppose now that $\mathcal{P}$ is an arbitrary dyadic partition of $\mathbb{R}^d$. As we mentioned in Section 2, extremely long and narrow boxes may occur at any level and location of $\mathcal{P}$. Straightforward calculations show that, for such a box $I \in \mathcal{P}$ even if $0 < \alpha < 1/p$ and $\alpha$ is as small as we wish (fixed), $\|1_I\|_{B^{d_{x,k}}(L_t)}/\|1_I\|_p$ can be enormously (uncontrollably) large, while $\|1_I\|_{B^{d_{x,k}}(\mathcal{P})}/\|1_I\|_p \approx 1$. This is why the Besov spaces are completely unsuitable for the theory of piecewise polynomial approximation generated by anisotropic dyadic partitions (see also the results of Section 3 below).
The situation is quite similar when comparing two B-spaces over completely different dyadic partitions.

3. Nonlinear piecewise polynomial approximation

In this section, we shall use the B-spaces introduced in Section 2 to characterize the nonlinear piecewise polynomial approximation generated by an arbitrary dyadic partition \( \mathcal{P} \) of \( \mathbb{R}^d \). The same results with almost identical proofs hold on any box \( \Omega \).

We let \( \Sigma^k_n(\mathcal{P}) \) denote the nonlinear set consisting of all piecewise polynomial functions

\[
\varphi = \sum_{I \in A_n} 1_I \cdot P_I,
\]

where \( P_I \in \Pi_k, A_n \subset \mathcal{P}, \) and \( \#A_n \leq n \). We denote by \( \sigma_n(f, \mathcal{P})_p := \sigma^k_n(f, \mathcal{P})_p \) the error of \( L_p \) approximation to \( f \in L_p(\mathbb{R}^d) \) from \( \Sigma^k_n(\mathcal{P}) \):

\[
\sigma_n(f, \mathcal{P})_p := \inf_{\varphi \in \Sigma^k_n(\mathcal{P})} ||f - \varphi||_p,
\]

We next prove Jackson and Bernstein estimates for the above nonlinear approximation. Then the desired characterization of the approximation spaces follows immediately by interpolation. Throughout this section, we assume that \( \mathcal{P} \) is an arbitrary dyadic partition of \( \mathbb{R}^d \), \( 0 < p < \infty \), \( \alpha > 0 \), \( k \geq 1 \), and \( 1/\tau := \alpha + 1/p \).

**Theorem 3.1.** If \( f \in B^k(\mathcal{P}) \), then

\[
\sigma_n(f, \mathcal{P})_p \leq cn^{-2}||f||_{B^k(\mathcal{P})}, \quad n = 1, 2, \ldots,
\]

with \( c = c(\alpha, p, k, d) \).

**Proof.** By Theorem 2.4, \( f \) can be represented in the form

\[
f = \sum_{I \in \mathcal{P}} t_I \quad \text{a.e. on } \mathbb{R}^d
\]  \( \text{(3.1)} \)

with the series converging absolutely a.e., where \( t_I = \chi_I \cdot P_I \) with \( P_I \in \Pi_k \) (\( t_I = \chi_I \cdot t_{m, \eta} \) if \( I \in \mathcal{P}_m, 0 < \eta < p \)). In addition to this, by Theorem 2.6,

\[
||f||_{B^k(\mathcal{P})} \approx \left( \sum_{I \in \mathcal{P}} ||t_I||_p^\tau \right)^{1/\tau} =: \mathcal{N}(f).
\]

**Case 1:** \( 1 \leq p < \infty \). We define \( J_{\mu} := \{I \in \mathcal{P} : 2^{-\mu} \mathcal{N}(f) \leq ||t_I||_p < 2^{-\mu+1} \mathcal{N}(f)\} \). Clearly,

\[
\#J_{\mu} \leq 2^{\mu\tau}.
\]  \( \text{(3.2)} \)
We define
\[ g_\mu := \sum_{I \in \mathcal{I}_\mu} t_I, \quad g_\mu^\diamond := \sum_{I \in \mathcal{I}_\mu} |t_I|, \quad \text{and} \quad G_m := \sum_{\mu \leq m} g_\mu. \]

We have \( G_m \in \sum^k_M(\mathcal{P}) \) with \( M := \sum_{\mu \leq m} 2^\mu = c2^m \). We use (3.1), (3.2), and Lemma 7.1 (as in the proof of Theorem 2.5) to obtain
\[
\sigma_M(f; \mathcal{P})_p \leq \left\| \sum_{I \in \mathcal{P}} t_I \right\|_p \leq \left\| \sum_{\mu=m+1}^\infty g_\mu^\diamond \right\|_p \leq \sum_{\mu=m+1}^\infty \left\| g_\mu^\diamond \right\|_p \leq c_2^m \sum_{\mu=m+1}^\infty 2^{-\mu(1-\tau/p)} \leq cN(f)^2 \sum_{\mu=m+1}^\infty 2^{-\mu(1-\tau/p)} \leq cN(f)^2 \sum_{\mu=m+1}^\infty \left\| g_\mu^\diamond \right\|_p \leq cN(f)^2 \sum_{\mu=m+1}^\infty 2^{-\mu(1-\tau/p)} = cM^{-2}N(f)
\]
which implies the theorem in Case I.

Case II: \( 0 < \tau < 1 \). We let \( ||t_{I_1}||_p \geq ||t_{I_2}||_p \geq \cdots \) be a nonincreasing rearrangement of the sequence \( \{||t_I||_p\} \) and define
\[
\varphi := \sum_{j=1}^n t_I, \quad \varphi \in \sum^k_n(\mathcal{P}).
\]
To estimate \( ||f - \varphi||_p \) we shall use the following simple inequality: If \( x_1 \geq x_2 \geq \cdots \geq 0 \) and \( 0 < \tau < p \), then
\[
\left( \sum_{j=n+1}^\infty x_j^\tau \right)^{1/\tau} \leq n^{1/p-1/\tau} \left( \sum_{j=1}^\infty x_j^\tau \right)^{1/\tau}.
\]
We obtain
\[
||f - \varphi||_p \leq \left( \sum_{j=n+1}^\infty ||t_{I_j}||_p \right)^{1/p} \leq c_n^{1/p-1/\tau} \left( \sum_{j=1}^\infty ||t_{I_j}||_p^\tau \right)^{1/\tau} \leq c_n^{1/p-1/\tau} \left( \sum_{j=1}^\infty ||t_{I_j}||_p \right)^{1/\tau} \leq c_n^{-2}||f||_{B^k(\mathcal{P})}. \]

**Theorem 3.2.** If \( \varphi \in \sum^k_n(\mathcal{P}) \), then
\[
||\varphi||_{B^k(\mathcal{P})} \leq c_n^2 ||\varphi||_p \quad (3.3)
\]
with \( c = c(\kappa, p, k, d) \).

**Proof.** Let \( \varphi = \sum_{I \in A} \varphi_I \cdot P_I \), where \( P_I \in \Pi_k, A \in \mathcal{P}, \#A \leq n, n \geq 1 \). To prove (3.3), we shall use the natural tree structure in \( \mathcal{P} \) induced by the inclusion relation: Each box \( I \in \mathcal{P} \) has two children (boxes \( J_1, J_2 \subseteq I \) such that \( I = J_1 \cup J_2 \) and \( |J_1| = |J_2| = (1/2)|I| \)) and one parent in \( \mathcal{P} \). Let \( I_0 \in \mathcal{P} \) be the smallest box containing all boxes from \( A \) and let \( \mathcal{T} \) be the minimal binary subtree of \( \mathcal{P} \) containing \( A \cup \{I_0\} \). So, \( \mathcal{T} \) is
the set of all boxes in $\mathcal{P}$ which contain at least one box from $A$ and are contained in $I_0$. We introduce the following subsets of $\mathcal{T}$:

(i) $\mathcal{T}^1$ the set of all final boxes in $\mathcal{T}$ (boxes not containing other boxes from $\mathcal{T}$),

(ii) $\mathcal{T}^2$ the set of all branching boxes in $\mathcal{T}$ (boxes with both children in $\mathcal{T}$) and, in addition, we include $I_0$ in $\mathcal{T}^2$,

(iii) $\mathcal{T}^3$ the set of all children of branching boxes in $\mathcal{T}$,

(iv) $\mathcal{T}^4$ the set of all chain boxes in $\mathcal{T}$ (boxes with exactly one child in $\mathcal{T}$), excluding $I_0$ if $I_0$ has only one child in $\mathcal{T}$.

Obviously, $\mathcal{T}^1 \subset A$ and hence $\# \mathcal{T}^2 \leq \# \mathcal{T}^1 \leq n$ and $\# \mathcal{T}^3 \leq 2n$. Note that $\# \mathcal{T}^4$ can be much larger than $\# A$.

The sets $A$ and $\mathcal{T}$ generate a natural subdivision of $I_0$ into a union of disjoint rings. By definition, $R$ is a ring if $R = I \setminus J$ with $I \in \mathcal{P}$ and $J \in \mathcal{P}$ or $J = \emptyset$. We say that $R = I \setminus J$ is a maximal ring if (a) $I \in \mathcal{T}$ and $J \in \mathcal{T}$ or $J = \emptyset$, (b) $R$ does not contain boxes from $A$ which are smaller than $I$, and (c) $R$ is maximal with these two properties ($R$ is not contained in another such). We denote by $\mathcal{A}$ the set of all maximal rings (generated by $A$). For $R \in \mathcal{A}$, we denote by $I_R$ and $J_R$ the defining boxes of $R$, that is, $R = I_R \setminus J_R$ with $I_R \in \mathcal{T}$ and $J_R \in \mathcal{T}$ or $J_R = \emptyset$. Going further, we denote $\mathcal{A}_m := \{R \in \mathcal{A} : |I_R| = 2^{-m}\}$. Then $\mathcal{A} = \bigcup_{m \in \mathbb{Z}} \mathcal{A}_m$. Clearly, $\mathcal{A}$ consists of disjoint subsets of $I_0$ and $I_0 = \bigcup_{R \in \mathcal{A}} R$. It is readily seen that for each $R \in \mathcal{A}$, we have $I_R \in \mathcal{T}^1$ or $I_R \in T^3$ or $I_R \in \mathcal{T} \cap A$ or $I_R = I_0$. Therefore, $\# \mathcal{A} \leq \# \mathcal{T}^1 + \# \mathcal{T}^3 + \# A \leq 4n$.

Also, we introduce subrings (of maximal rings). Suppose $R \in \mathcal{A}$ and $R = I_R \setminus J_R$ with $I_R \in \mathcal{P}_\ell$, $J_R \in \mathcal{P}_{\ell + \mu}$ ($\mu \geq 1$). Clearly, for each $\ell \leq m < \ell + \mu$, there exists a unique $I' \in \mathcal{P}_m$ such that $J_R \subset I' \subset I_R$. We now define the subring $K_{R,m}$ of $R$ by $K_{R,m} := I'_R \setminus J_R$. In addition, we define $\phi_R = \mathbb{1}_R \cdot \phi$ and $\phi_{R,m} = \mathbb{1}_{K_{R,m}} \cdot \phi = \mathbb{1}_{K_{R,m}} \cdot \phi_R$ for $\ell \leq m < \ell + \mu$ and $\phi_{R,m} \equiv 0$ if $m < \ell$ or $m \geq \ell + \mu$. Note that $\phi_R$ is the restriction on $R$ of a polynomial of degree $< k$ and $\phi_{R,m}$ is the restriction of the same polynomial on $K_{R,m} \subset R$. Denote $\mathcal{K}_m := \{R \in \mathcal{A} : K_{R,m} \neq \emptyset\}$. It is easily seen that if $I \subset I_0$, $I \in \mathcal{P}_m$ ($m \in \mathbb{Z}$), and $\phi$ is not a polynomial on $I$, then

$$I = \bigcup_{R \in \mathcal{A}, R \subset I} R \bigcup_{R \in \mathcal{K}_m} K_{R,m} \quad (\text{disjoint sets}),$$

(3.4)

where the union on the right contains exactly one subring or none.

We need to estimate $\omega_k(\phi, I)_I$ for every $I \in \mathcal{P}$. There are two possibilities for $I \in \mathcal{P}$:

(i) If $I \cap I_0 = \emptyset$ or $I \subset I_0$ but $I \subset R$ for some $R \in \mathcal{A}$, then $\phi$ is a polynomial of degree $< k$ on $I$ and hence $\omega_k(\phi, I)_I = 0$.

(ii) If $\phi$ is not a polynomial on $I$ and $I \in \mathcal{P}_m$ ($m \in \mathbb{Z}$), then we have, using (3.4),

$$\omega_k(\phi, I)_I \leq c \| \phi \|_{L^1(I)} \leq c \sum_{v = m+1}^{\infty} \sum_{R \in \mathcal{A}_v, R \subset I} \| \phi_R \|_{L^1(I)} + c \sum_{R \in \mathcal{K}_m, R \cap I \neq \emptyset} \| \phi_{R,m} \|_{L^1(I)},$$

where $c$ is a constant depending on $\mathcal{A}$.
where the second sum contains one element or none. We use this estimate to obtain
\[
\|\phi\|_{B^k_h(\mathcal{P})} = \sum_{m \in \mathcal{Z}} 2^{m\tau} \sum_{I \in \mathcal{I}_m} \omega_k(\phi, I)^\tau \leq c \sum_{m \in \mathcal{Z}} 2^{m\tau} \sum_{m=0}^{\infty} \|\phi_R\|^\tau + c \sum_{m \in \mathcal{Z}} 2^{m\tau} \sum_{R \in \mathcal{R}_m} \|\phi_{R,m}\|^\tau =: \Sigma_1 + \Sigma_2.
\]
Applying inequality (2.12) to the first sum above, we find
\[
\Sigma_1 \leq c \sum_{m \in \mathcal{Z}} 2^{m\tau} \sum_{R \in \mathcal{R}_m} \|\phi_R\|^\tau \leq c \sum_{R \in \mathcal{R}} \|\phi_R\|^\tau,
\]
where we used that Hölder’s inequality and that
\[
\|\phi_R\|_{L^p} \leq |R|^{1/\tau - 1/p} \|\phi_R\|_{p} \leq 2^{-m\tau} \|\phi_R\|_{p}, \quad R \in \mathcal{R}_m,
\]
by Hölder’s inequality.

We shall estimate \(\Sigma_2\) using the following inequality:
\[
\sum_{m \in \mathcal{Z}} \|\phi_{R,m}\|^\tau \leq c \|\phi_R\|^\tau, \quad R \in \mathcal{R}.
\]
To prove this inequality, suppose that \(R = I_R \cup J_R\) with \(I_R \in \mathcal{I}_\ell\) and \(J_R \in \mathcal{I}_{\ell+\mu}\). Using Lemma 2.1, we obtain, for \(0 \leq j < \mu\),
\[
\|\phi_{R,J+j}\|_{L^p} \leq |K_{R,J+j}|^{1/p} \|\phi_R\|_{L^\infty} \leq c |K_{R,J+j}|^{1/p} |R|^{-1/p} \|\phi_R\|_{p} \leq c 2^{-j/p} \|\phi_R\|_{p},
\]
which implies (3.5).

As above, by Hölder’s inequality, \(\|\phi_{R,m}\|_{L^p} \leq 2^{-m\tau} \|\phi_{R,m}\|_{p}\). This and (3.5) imply
\[
\Sigma_2 \leq c \sum_{m \in \mathcal{Z}} \sum_{R \in \mathcal{R}_m} \|\phi_{R,m}\|^\tau \leq c \sum_{m \in \mathcal{Z}} \sum_{R \in \mathcal{R}} \|\phi_{R,m}\|^\tau \leq c \sum_{R \in \mathcal{R}} \|\phi_R\|^\tau,
\]
where we switched the order of summation. From the above estimates for \(\Sigma_1\) and \(\Sigma_2\), we get
\[
\|\phi\|_{B^k_h(\mathcal{P})} \leq c \sum_{R \in \mathcal{R}} \|\phi_R\|^\tau \leq c \left( \sum_{R \in \mathcal{R}} \|\phi_R\|^\tau \right)^{\tau/p} \left( \# \mathcal{R} \right)^{1-\tau/p} \leq c n^{1-\tau/p} \|\phi\|^\tau_p
\]
where we used Hölder’s inequality and that \(I_0\) is a disjoint union of all \(R \in \mathcal{R}\).

We define the approximation space \(A^*_q := A_q^*(\mathcal{L}_p, \mathcal{P})\) as the set of all functions \(f \in \mathcal{L}_p(\mathcal{P}, k)\) such that
\[
\|f\|_{A^*_q} := \|f\|_p + \left( \sum_{n=1}^{\infty} \left( n^q \sigma_n^k(f, \mathcal{P}) \right)^q \right)^{1/q} < \infty
\]
with the \(\ell_q\)-norm replaced by the sup-norm if \(q = \infty\) as usual.

We now recall some basic definitions from the real interpolation method. We refer the reader to [1] as a general reference for interpolation theory. Suppose \(X\) and \(B\) are two quasi-normed spaces and \(B \subset X\). The \(K\)-functional is defined for each \(f \in X\) and
The real interpolation space \((X, B)_{\lambda,q}\) with \(0 < \lambda < 1\) and \(0 < q \leq \infty\) is defined as the set of all \(f \in X\) such that

\[
\|f\|_{(X, B)_{\lambda,q}} := \|f\|_X + \left( \int_0^\infty \left( t^{-\lambda} K(f, t) \right)^q \frac{dt}{t} \right)^{1/q} < \infty,
\]

where the \(L_q\)-norm is replaced by the sup-norm if \(q = \infty\).

The Jackson and Bernstein inequalities from Theorems 3.1 and 3.2 yield (see [6,20]) the following characterization of the approximation spaces \(A^\gamma_q\):

**Theorem 3.3.** We have, for \(0 < \gamma < \alpha\) and \(0 < q \leq \infty\),

\[
A^\gamma_q(L_p, \mathcal{P}) = (\ell_p(\mathcal{P}, k), B^{\alpha k}(\mathcal{P}))_{\gamma/\alpha, q}
\]

with equivalent norms.

We next show that in one specific case the interpolation space as well as the corresponding approximation space can be identified as a B-space. The analogue of this result for Besov spaces is well known (see [8]).

**Theorem 3.4.** Suppose \(\mathcal{P}\) is a partition of \(\mathbb{R}^d\), \(k \geq 1\), \(1 \leq p < \infty\), and \(1/\tau := \alpha + 1/p\). Let \(0 < \alpha < \beta\) and \(1/\beta \equiv \beta + 1/p\). We have

\[
(\ell_p(\mathcal{P}, k), B^{\alpha k}(\mathcal{P}))_{\gamma/\beta, \tau} = B^{\beta k}(\mathcal{P}) = A^\gamma_k(L_p, \mathcal{P})
\]

with equivalent norms.

This theorem can be proved by using the machinery of interpolation spaces (see [8]). Here we take another route by employing the approximation from piecewise polynomials directly. This approach will enable us to reveal more deeply the intricacies of nonlinear piecewise polynomial approximation. In order to streamline the presentation of our results, we give the proof of this theorem in Appendix A.

**Approximation scheme for nonlinear piecewise polynomial approximation:** We assume that \(f \in L_p(\mathbb{R}^d), 0 < p < \infty\), and \(\mathcal{P}\) is an arbitrary dyadic partition of \(\mathbb{R}^d\). The proof of Theorem 3.1 suggests the following approximation procedure:

**Step 1:** Use the local polynomial approximation to represent \(f\) as follows:

\[
f = \sum_{m \in \mathbb{Z}} t_{m, \eta}(f, \mathcal{P}) = \sum_{l \in \mathcal{P}} t_{l, \eta}(f),
\]

where \(t_{l, \eta}(f) = \chi_l \cdot t_{m, \eta}(f, \mathcal{P})\) if \(l \in \mathcal{P}_m\) and \(\eta < p\) (see Theorem 3.1).
Step 2: Order \( \{||t_{I,n}(f)||_p\}_{I \in \mathcal{P}} \) in a nonincreasing sequence \( ||t_{I,n}(f)||_p \geq ||t_{I,n}(f)||_p \) and then define the algorithm by

\[
\mathcal{A}_n(f, \mathcal{P})_p := \sum_{j=1}^{n} t_{I,n}(f).
\]

By Theorem 3.1 and its proof, it follows that

\[
||f - \mathcal{A}_n(f, \mathcal{P})_p||_p \leq cn^{-2}||f||_{B^{2k}_1(\mathcal{P})}, \quad \text{for } f \in B^{2k}_1(\mathcal{P}).
\]

Using this result, one can show that \( \mathcal{A}_n(f, \mathcal{P})_p \) achieves the rate of the best \( n \)-term piecewise polynomial approximation generated by \( \mathcal{P} \).

Nonlinear approximation from the library \( \{\Sigma^k_n(\mathcal{P})\}_{\mathcal{P}} \): We denote

\[
\sigma_n(f, \mathcal{P})_p := \inf_{\mathcal{P}} \sigma_n(f, \mathcal{P})_p,
\]

where the infimum is taken over all dyadic partitions \( \mathcal{P} \). The following theorem is immediate from the Jackson estimate in Theorem 3.1:

Theorem 3.5. If \( \inf_{\mathcal{P}} ||f||_{B^{2k}_1(\mathcal{P})} < \infty \), then

\[
\sigma_n(f, \mathcal{P})_p \leq cn^{-2} \inf_{\mathcal{P}} ||f||_{B^{2k}_1(\mathcal{P})}
\]

with \( c = c(\alpha, k, p, d) \).

In Section 5, we shall show that, in a natural discrete setting, there exists an effective algorithm for finding a partition \( \mathcal{P}^* \) which minimizes \( B^{2k}_1(\mathcal{P}) \) over all dyadic partitions \( \mathcal{P} \).

Remark. There exists another technique that can be employed for the proof of Theorem 3.1. This method is called “splitting and merging” and has been introduced in [4] and used for nonlinear approximation of functions from the space \( BV(\mathbb{R}^2) \). It was further used in [11]. Also, the modulus \( W(f, t)_{\alpha,p} \), used in [11] which is a generalization of a characteristic from [16] \( (d = 1) \), can be generalized and utilized for anisotropic partitions \( \mathcal{P} \).

4. Relation between \( n \)-term rational and piecewise polynomial approximation

\( n \)-term rational functions: We denote by \( \mathcal{R}_n \) the set of all \( n \)-term rational functions on \( \mathbb{R}^d \) of the form

\[
R = \sum_{j=1}^{n} r_j,
\]
where each \( r_j \) is of the form
\[
    r(x) = \prod_{k=1}^{d} \frac{a_k x_k + b_k}{(x_k - \alpha_k)^2 + \beta_k^2}, \quad a_k, b_k, \alpha_k, \beta_k \in \mathbb{R}, \quad \beta_k \neq 0,
\]
\( x := (x_1, \ldots, x_d) \in \mathbb{R}^d. \)

(4.1)
Evidently, every \( \mathcal{R} \in \mathcal{R}_n \) depends on \( \leq 4dn \) parameters and \( \mathcal{R}_n \) is nonlinear. We denote by \( R_n(f)_p \) the error of \( L_p \)-approximation to \( f \) from \( \mathcal{R}_n \):
\[
    R_n(f)_p := \inf_{R \in \mathcal{R}_n} ||f - R||_p.
\]

Our first goal is to show that the rate of \( n \)-term rational approximation in \( L_p \) \( (0 < p < \infty) \) is not worse than the one of nonlinear \( n \)-term approximation from piecewise polynomials over nested box partitions of \( \mathbb{R}^d \).

**Piecewise polynomials over almost nested families of boxes:** We denote by \( \mathcal{J} \) the set of all semi-open boxes \( I \) in \( \mathbb{R}^d \) (not necessarily dyadic) with sides parallel to the coordinate axes \( (I = J_1 \times \cdots \times J_d) \).

Suppose \( \mathcal{E}_n \sqsubset \mathcal{J} \), \( n = 0, 1, \ldots \), is a sequence of sets of boxes which satisfy the following:

(i) \( \# \mathcal{E}_n \leq 2^n \).

(ii) For each \( n \geq 1 \) there exists a set \( \Omega_n \) consisting of disjoint boxes from \( \mathcal{J} \) such that
(a) \( \cup \{ I \in \Omega_n \} = \cup \{ I \in \mathcal{E}_n \cup \mathcal{E}_{n-1} \} \),
(b) for each \( I \in \Omega_n \) and \( J \in \mathcal{E}_n \cup \mathcal{E}_{n-1} \) either \( I \subset J \) or \( I \cap J = \emptyset \), and
(c) \( \# \Omega_n \leq c_1 2^n \).

Thus \( \Omega_n \) is a set of “small” disjoint boxes which cover the boxes from \( \mathcal{E}_n \cup \mathcal{E}_{n-1} \). Now, we denote by \( \mathcal{S}^k(\mathcal{E}_n) \) the set of all piecewise polynomials of degree \( < k \) on the boxes from \( \mathcal{E}_n \), i.e., \( \phi \in \mathcal{S}^k(\mathcal{E}_n) \) if \( \phi = \sum_{I \in \mathcal{E}_n} \uparrow_I \cdot P_I, P_I \in \Pi_k \). We denote by \( \mathcal{S}^k_{2n}(f)_p \) the error of \( L_p \) approximation to \( f \in \mathcal{L}_p(\mathbb{R}^d) \) from \( \mathcal{S}^k(\mathcal{E}_n) \), i.e.,
\[
    \mathcal{S}^k_{2n}(f)_p := \mathcal{S}^k_{2n}(f, \mathcal{E}_n)_p := \inf_{\phi \in \mathcal{S}^k(\mathcal{E}_n)} ||f - \phi||_p.
\]

**Main results:** Our primary goal in this section is to prove the following theorem that relates the \( n \)-term rational approximation to the above described piecewise polynomial approximation:

**Theorem 4.1.** Let \( f \in \mathcal{L}_p(\mathbb{R}^d), 0 < p < \infty, \alpha > 0 \), and \( k \geq 1 \). Then
\[
    R^\omega_n(f)_p \leq c 2^{-\alpha n} \left( \sum_{\nu=0}^{n} \left[ 2^{\nu} \mathcal{S}^k_{2\nu}(f)_p \right]^\mu + ||f||^\mu_p \right)^{1/\mu}, \quad \mu := \min \{ p, 1 \}, \quad (4.2)
\]
with \( c = c(p, k, \alpha, d, c_1) \), where \( c_1 \) is from the properties of \( \{ \mathcal{E}_n \} \).

We now apply the result from Theorem 4.1 to the more particular situation of nonlinear \( n \)-term piecewise polynomial approximation associated with any dyadic partition \( \mathcal{D} \), developed in Section 3.
Theorem 4.2. Suppose \( f \in L_p(\mathbb{R}^d) \), \( 0 < p < \infty \), \( \alpha > 0 \), \( k \geq 1 \), and \( \mathcal{P} \) is any anisotropic dyadic partition of \( \mathbb{R}^d \). Then
\[
R_n(f)_p \leq cn^{-2} \left( \sum_{m=1}^{n} \frac{1}{m} \left| m^2 \sigma_m(f, \mathcal{P}) \right|^\mu + \left| f \right|_p^\mu \right)^{1/\mu}, \quad \mu := \min\{p, 1\},
\] (4.3)
where \( c = c(p, k, \alpha, d) \).

Corollary 4.3. Suppose \( \inf_{\mathcal{P}} \left| f \right|_{B^\infty(\mathcal{P})} < \infty \) with \( \alpha > 0 \), \( k \geq 1 \), and \( 1/\tau := \alpha + 1/p \), \( 0 < p < \infty \), where the infimum is taken over all dyadic partitions \( \mathcal{P} \) of \( \mathbb{R}^d \). Then
\[
R_n(f)_p \leq cn^{-2} \inf_{\mathcal{P}} \left| f \right|_{B^\infty(\mathcal{P})},
\]
where \( c = c(\alpha, p, k, d) \).

Proof of the main results. For the proof of Theorem 4.1, we shall utilize some ideas from [15,17]. We let \( \mathcal{S}^k_m(\mathcal{J}) \) denote the set of all piecewise polynomials of degree \( k \) on \( n \) disjoint boxes in \( \mathbb{R}^d \), i.e., \( \varphi \in \mathcal{S}^k_m(\mathcal{J}) \) if \( \varphi = \sum_{I \in A_n} \chi_I \cdot P_I \), where \( A_n \) is any collection of \( n \) disjoint boxes from \( \mathcal{J} \) and \( P_I \in \Pi_k \). The approximation will take place in \( L_p(\mathbb{R}^d) \), \( 0 < p < \infty \).

Theorem 4.4. For each \( \varphi \in \mathcal{S}^k_m(\mathcal{J}) \), \( m \geq 1 \), and \( n \geq 1 \), there exists \( R \in \mathcal{R}_n \) such that
\[
\| \varphi - R \|_p \leq c_2^{-1} \exp\left(-c_2(n/m)^{1/2d}\right) \| \varphi \|_p,
\] (4.4)
where \( c_2 = c_2(p, d, k, c_1) > 0 \).

D. Newman [13] proved the remarkable result that the uniform \( n \)th degree rational approximation of \( |x| \) on \([−1, 1] \) is of order \( O(n^{-\epsilon}\sqrt{n}) \). The following lemma rests on Newman’s construction.

Lemma 4.5. For each \( \gamma > 0 \), \( 0 < \delta < 1 \), and \( \nu \) a positive integer, there exists a univariate rational function \( \sigma \) such that \( \deg \sigma \leq c \ln(e + 1/\delta) \ln(e + 1/\gamma) + 4\nu \) and
\[
0 \leq 1 - \sigma(t) < \gamma, \quad \text{if } |t| \leq 1 - \delta,
\]
\[
0 \leq \sigma(t) < \gamma \left( \frac{1}{1 + |t|} \right)^{4\nu}, \quad \text{if } |t| \geq 1,
\]
\[
0 \leq \sigma(t) < 1, \quad t \in (-\infty, \infty),
\]
where \( c \) is an absolute constant. Moreover, \( \sigma \) has only simple poles and, evidently, if \( \sigma = P/Q \), then \( \deg P < \deg Q \).

Proof. It follows by Lemma 8.3 of [20] (see also [17]) that there exists a rational function \( \sigma \) which satisfies all the conditions of Lemma 4.5 eventually except for the last one (simple poles). Evidently, adding a suitable sufficiently small constant to the
denominator of $\sigma$ in its representation as a quotient of two polynomials will ensure the last condition of the lemma without violating the other conditions.

For the proof of Theorem 4.4, we shall use the Fefferman-Stein vector valued maximal inequality (see [10] or [21]): If $0 < p < \infty$, $0 < q \leq \infty$, and $0 < s < \min\{p, q\}$, then for any sequence of functions $f_1, f_2, \ldots$ on $\mathbb{R}^d$

$$
\left\| \left( \sum_{j=1}^{\infty} \left[ (\mathcal{M} f_j)(\cdot) \right]^q \right)^{1/q} \right\|_p \leq c \left\| \left( \sum_{j=1}^{\infty} |f_j(\cdot)|^q \right)^{1/q} \right\|_p,
$$

where $c = c(p, q, s, d)$ and

$$(\mathcal{M} f_j)(x) := \sup_{I \in \mathcal{J}} \left( \frac{1}{|I|} \int_I |f(y)|^s \, dy \right)^{1/s}, \quad x \in \mathbb{R}^d.$$

**Lemma 4.6.** Suppose $\varphi := \mathbb{1}_I \cdot P$ with $I \in \mathcal{J}$ and $P \in \Pi_k$, and let $\lambda, s > 0$. Then there exists a rational function $R \in \mathcal{R}_r$ with $\ell \leq c \ln^2 (e + 1/\lambda)$ such that

$$
||\varphi - R||_p \leq c\lambda ||\varphi||_p
$$

and

$$
|R(x)| \leq c\lambda |I|^{-1/p} ||\varphi||_p (\mathcal{M} \mathbb{1}_I)(x), \quad x \in \mathbb{R}^d \setminus I,
$$

where $c = c(k, p, s, d)$.

**Proof.** It is easily seen that

$$
(\mathcal{M} \mathbb{1}_I)(x) = \prod_{i=1}^d (\mathcal{M} \mathbb{1}_{J_i})(x_i), \quad I = J_1 \times \cdots \times J_d
$$

(product of univariate maximal functions).

We shall prove the lemma in the case when $I = Q := [-1, 1]^d$. The general case follows by change of variables. Let $0 < \lambda < 1$ (the case $\lambda \geq 1$ is obvious). Since $P \in \Pi_k$, then all norms of $P$ are equivalent and this yields

$$
|P(x)| \leq c ||\varphi||_p \Pi_{i=1}^d (1 + |x_i|)^k, \quad x \in \mathbb{R}^d \setminus \{1/2, 1\}^Q,
$$

where $c = c(p, k, d)$ and $1/2Q := [-1/2, 1/2]^d$.

Let $\sigma$ be the univariate rational function from Lemma 4.5, applied with $\gamma := \lambda$, $\delta := \min\{\lambda^p, 1/2\}$, and $\nu := \left[ \frac{1}{q} (k + 1/s) \right] + 1$. We define $R := \kappa P$ with $\kappa(x) := \prod_{i=1}^d \sigma(x_i)$. By Lemma 4.5,

$$
\deg \sigma \leq c \ln(e + 1/\lambda^p) \ln(e + 1/\lambda) + 4\nu \leq c \ln^2(e + 1/\lambda), \quad c = c(k, p, s),
$$

and \( \sigma \) has only simple poles. Therefore, \( R \in \mathcal{R}_\ell \) with \( \ell \leq c \ln^2(e + 1/\lambda) \). Obviously
\[
0 \leq \kappa(x) < 1, \ x \in \mathbb{R}^d.
\]
It is readily seen that
\[
0 \leq 1 - \kappa(x) \leq \sum_{i=1}^{d} (1 - \sigma(x_i)) \leq d \lambda \quad \text{for} \ x \in Q_{\delta} := [-1 + \delta, 1 - \delta]^d.
\]
Therefore,
\[
\|\varphi - R\|_{L_p(Q_{\delta})} = \|P(1 - \kappa)\|_{L_p(Q_{\delta})} \leq c \lambda \|\varphi\|_p.
\]
and, using (4.7),
\[
\|\varphi - R\|_{L_p(Q_{\delta})} \leq c \|\varphi\|_p |Q_{\delta}|^{1/p} \leq c \delta^{1/p} \|\varphi\|_p \leq c \lambda \|\varphi\|_p.
\]
Finally, by (4.6) and (4.7), we find, for \( x \in \mathbb{R}^d \setminus Q \),
\[
|R(x)| \leq c \lambda \|\varphi\|_p \prod_{i=1}^{d} \left( \frac{1}{1 + |x_i|} \right)^{4v - k}
\leq c \lambda \|\varphi\|_p \prod_{i=1}^{d} (M_s 1_{[-1,1]}(x_i)) = c \lambda \|\varphi\|_p (M_s \chi_Q(x),
\]
where we used that \( 4v - k \geq 1/s \) and hence
\[
(M_s 1_{[-1,1]})(t) = \left( \frac{2}{2 + |t|} \right)^{1/s} > \left( \frac{1}{1 + |t|} \right)^{4v - k}, \quad |t| \geq 1.
\]

**Proof of Theorem 4.4.** Suppose \( \varphi \in \mathcal{S}_m^k(\mathcal{J}) \) \((m \leq n)\) and \( \varphi =: \sum_{I \in A_m} \mathbb{1}_I \cdot P_I, A_m \subset \mathcal{J} \).
Let \( \lambda = \exp(-(n/m)^{1/2d}) \) and \( s = \frac{1}{2} \min\{p, 1\} \). We apply Lemma 4.6 to each function \( \varphi_I := \mathbb{1}_I \cdot P_I \) to conclude that there exist rational functions \( R_I \in \mathcal{R}_\ell \) with \( \ell \leq c \ln^2(e + 1/\lambda) \) such that
\[
\|\varphi_I - R_I\|_p \leq c \lambda \|\varphi_I\|_p
\]
and
\[
|R_I(x)| \leq c \lambda \|\varphi_I\|_p |I|^{-1/p} (M_s \chi_I)(x), \quad x \in \mathbb{R}^d \setminus I.
\]
We define \( R := \sum_{I \in A_m} R_I \). Obviously, \( R \in \mathcal{R}_{ml} \subset \mathcal{R}_{en} \). We have
\[
\|\varphi - R\|_p \leq c \left( \sum_I \|\varphi_I - R_I\|_{L_p(I)}^p \right)^{1/p} + c \lambda \left( \sum_I |I|^{-1/p} \|\varphi_I\|_p (M_s \chi_I)(\cdot) \right)_{1/p}
\leq c \lambda \left( \sum_I \|\varphi_I\|_p^p \right)^{1/p} + c \lambda \left( \sum_I \|\varphi_I\|_p |I|^{-1/p} \|\chi_I(\cdot)\|_p \right) \leq c \lambda \|\varphi\|_p,
\]
where we used (4.5) with \( q = 1 \) and \( s = \frac{1}{2} \min\{p, 1\} < \min\{p, 1\} \). Theorem 4.4 follows. \qed
Proof of Theorem 4.1. Case I: $p \geq 1$. Evidently, there exists $\phi_v \in \mathcal{K}(\Xi_v)$ such that $||f - \phi_v||_p = \mathcal{S}_2(f)_p$. We define $\phi_v := \phi_v - \phi_{v-1}$, $v \geq 1$, and $\phi_0 := \phi_0$. Then we have, for $v \geq 1$,

$$
||\phi_v||_p \leq ||f - \phi_v||_p + ||f - \phi_{v-1}||_p = \mathcal{S}_2(f)_p + \mathcal{S}_2(f)_p \quad \text{and}
$$

$$
||\phi_0||_p \leq \mathcal{S}_1(f)_p + ||f||_p.
$$

From the properties of $\{\Xi_j\}$, there exists a set of disjoint boxes $\Omega_v \subset \mathcal{F}$ such that $m_v := \#\Omega_v \leq c_1 2^v$ and $\phi_v \in \mathcal{K}(\Omega_v)$.

We fix $j \geq 0$. Now, for each $v = 0, 1, \ldots, j$, we apply Theorem 4.4 with $\phi := \phi_v$, $m := m_v$ (from above), and $n := N_v := [42^v(2(j - v))^{2d}] + 1$, where $A := c_1(\ln 2/c_2)^{2d}$; $c_2$ is from Theorem 4.4. We obtain that there exist $R_v \in \mathcal{R}_N$, such that, for $v \geq 1$,

$$
||\phi_v - R_v||_p \leq c_2^{-1} \exp \left( -c_2 \left( \frac{N_v}{c_1 2^v} \right)^{1/2d} \right) ||\phi_v||_p \leq c 2^{-j} (\mathcal{S}_2(f)_p + \mathcal{S}_2(f)_p) \quad (4.8)
$$

and

$$
||\phi_0 - R_0||_p \leq c 2^{-j} ||\phi_0||_p \leq c 2^{-j} (\mathcal{S}_1(f)_p + ||f||_p). \quad (4.9)
$$

We define $R := \sum_{v=1}^{j} R_v$. Obviously, $R \in \mathcal{R}_N$ with

$$
N = \sum_{v=1}^{j} N_v = \sum_{v=1}^{j} (A 2^{2d} 2^j (j - v)^{2d} + 1) \leq c_3 2^j, \quad c_3 = c_3(p, k, d, a, c_1).
$$

From (4.8) and (4.9), we find

$$
||f - R_N||_p \leq ||f - \phi_j||_p + \sum_{v=0}^{j} ||\phi_v - R_v||_p \leq c 2^{-j} \left( \sum_{v=0}^{j} 2^{2v} \mathcal{S}_2(f)_p + ||f||_p \right).
$$

Estimate (4.2) follows from above by a suitable selection of $j$ (depending on $n$).

Case II: $0 < p < 1$. The proof is similar to the one from Case I. The only difference is that, in this case, one should use the $p$-triangle inequality ($||\sum g_j||_p^p \leq \sum ||g_j||_p^p$, $0 < p < 1$) instead of Minkowski’s inequality. \qed

Proof of Theorem 4.2. We may assume that $\phi_v \in \mathcal{K}_2(\mathcal{P})$ are such that $||f - \phi_v||_p = \sigma_{2^v}(f, \mathcal{P})_p$, $v = 0, 1, \ldots$. Suppose $\phi_v := \sum_{t \in A_v} 1_t \cdot P_t$, where $P_t \in \Pi_k$, $A_v \subset \mathcal{P}$, and $\#A_v \leq 2^v$. From the proofs of Theorems 3.2 and 3.4, it follows that the sequence $\{\#A_v\}$ satisfies conditions (i) and (ii) of $\{\Xi_v\}$ and, therefore, (4.2) holds with $\mathcal{S}_2(f)_p$ replaced by $\sigma_{2^i}(\mathcal{P})$ which implies (4.3). \qed

Proof of Corollary 4.3. This corollary follows immediately by Theorems 3.1 and 4.2. \qed
Sharpness of the results: It is rather easy to see that the estimates of this section are sharp with respect to the rate of approximation. For a given \( n \geq 1 \), consider the function

\[
f_n(x) := \left( \prod_{v=1}^{d} \sin \pi x_v \right) \cdot \mathbb{1}_{[0,4n]\times[0,1]^{d-1}}(x), \quad x := (x_1, \ldots, x_d) \in \mathbb{R}^d.
\]

Since \( \sin \pi x_1 \) oscillates \( 4n \) times on \([0,4n]\) and every \( n \)-term rational function can oscillate \( \leq 2n \) times on any straight line parallel to the \( x_1 \)-axes (has no more than \( 2n - 1 \) zeros), then \( R_n(f) \geq c|f_n| \geq cn^{1/p}, \quad 0 < p < \infty \). On the other hand, evidently, if \( x > 0 \) and \( 1/\tau = x + 1/p \), then \( \|f_n\|_{B_{\tau}^{1,k}(L_\tau)} \leq cn^{1/\tau} \), where \( B_{\tau}^{1,k}(L_\tau) \) is the Besov space defined in (2.26). Therefore, \( \sup \|f\|_{B_{\tau}^{1,k}(L_\tau)} \leq 1 R_n(f) \geq cn^{-x} \) and hence the estimate from Corollary 4.3 is sharp, and similarly for the other estimates.

5. Nonlinear \( n \)-term approximation from the library of anisotropic Haar bases and best basis selection

An anisotropic Haar basis is naturally associated with each anisotropic dyadic partition \( \mathcal{P} \) of a box \( \Omega \) in \( \mathbb{R}^d \) (or \( \mathbb{R}^d \)). For the sake of simplicity, we shall consider Haar bases only on a box \( \Omega \) with sides parallel to the coordinate axes and \( |\Omega| = 1 \). Then \( \mathcal{P} = \bigcup_{m=0}^{\infty} \mathcal{P}_m \). Let \( I \in \mathcal{P} \) and \( I := I_1 \times \cdots \times I_d \). Suppose \( I \) is split (in \( \mathcal{P} \)) by dividing in half the \( v \)-th (\( 1 \leq v \leq d \)) side of \( I \). Then we define \( H_I := \mathbb{1}_{I_1} \times \cdots \times H_{I_v} \times \cdots \times \mathbb{1}_{I_d} \), where \( H_{I_v} \) is the univariate Haar function supported on \( I_v \) and normalized in \( L_\infty \). In other words, if \( I \in \mathcal{P} \) and \( J_1, J_2 \) are the two children of \( I \) in \( \mathcal{P} \) (properly ordered), then \( H_I := \mathbb{1}_{J_1} - \mathbb{1}_{J_2} \). We need to add the characteristic function of \( \Omega \) to the collection of the above defined Haar functions. To this end we denote \( \mathcal{P}^0 := I_0 = \Omega \) and include both \( \mathcal{P}^0 \) and \( I_0 \) in \( \mathcal{P}_0 \) and \( \mathcal{P} \). So, there are two copies of \( \Omega \) in \( \mathcal{P} \). We define \( H_{I_0} := \mathbb{1}_{I_0} \) and \( \mathcal{P}^0 := \mathcal{P}\setminus\{\mathcal{P}^0\} \).

Thus \( \mathcal{H}_\mathcal{P} := \{H_I: I \in \mathcal{P}\} \) is the Haar basis associated with \( \mathcal{P} \). We let \( \mathcal{H} := \{\mathcal{H}_\mathcal{P}\} \) denote the collection (library) of all anisotropic Haar bases on \( \Omega \).

Clearly, the following is valid for a fixed partition \( \mathcal{P} \): (i) \( \mathcal{H}_\mathcal{P} \) is an orthogonal system in \( L_2(\Omega) \) and it is an orthogonal basis for \( L_2(\mathcal{P}) := L_2(\mathcal{P}, 1) \). (ii) The linear space \( \mathcal{S}_n \) of all piecewise constants over the boxes from \( \mathcal{P}_n \) (see Section 2) is spanned by \( \{H_I: I \in \bigcup_{\mathcal{P} \in \mathcal{P}_n} \mathcal{P}\} \).

Other anisotropic Haar bases which involve products of Haar functions can easily be constructed, too. We do not consider such constructions in this article since it does not change the essence of the problems.

\( \mathcal{H}_\mathcal{P} \) is a basis for \( L_p(\mathcal{P}) \) and \( B_{\tau}^{1,1}(\mathcal{P}) \):

**Theorem 5.1.** For each dyadic partition \( \mathcal{P} \) of \( \Omega \) the Haar basis \( \mathcal{H}_\mathcal{P} \) is an unconditional basis for \( L_p(\mathcal{P}), \quad 1 < p < \infty \).
Proof. The proof can be carried out exactly as the proof in the case of the univariate Haar system due to Burkholder (see [24]) and we shall skip it.

Throughout the rest of this section, we shall assume that \(1 < p < \infty\), \(\alpha > 0\), \(1/\tau := \alpha + 1/p\), and \(\mathcal{P}\) is an arbitrary dyadic partition of \(\Omega\). We naturally have (see (2.20) and (2.21))

\[
\|f\|_{B_{\xi}^{1}(\mathcal{P})} := \|f\|_{L_p(\Omega)} + \left( \sum_{I \in \mathcal{P}} |I|^{-\alpha} |\omega_1(f, I)_{\tau}^*| \right)^{1/\tau}.
\]

We next characterize the B-norm of function in \(B_{\xi}^{1}(\mathcal{P})\) by means of its Haar coefficients using \(\mathcal{H}_\mathcal{P}\).

Theorem 5.2. Every \(f \in B_{\xi}^{1}(\mathcal{P})\) can be represented uniquely in the form

\[
f = \sum_{I \in \mathcal{P}} c_I(f) H_I \text{ a.e. on } \Omega \text{ with } c_I(f) = |I|^{-1} \int_I f H_I, \tag{5.1}
\]

where the series converging absolutely a.e. and unconditionally in \(L_p\). Moreover,

\[
\|f\|_{B_{\xi}^{1}(\mathcal{P})} \approx \mathcal{N}(f, \mathcal{H}_\mathcal{P}) := \left( \sum_{I \in \mathcal{P}} |I|^{-\alpha} \|c_I(f) H_I\|_{\tau}^* \right)^{1/\tau} = \left( \sum_{I \in \mathcal{P}} \|c_I(f) H_I\|_{L_p} \right)^{1/\tau}, \tag{5.2}
\]

with constants of equivalence depending only on \(p\), \(\alpha\), and \(d\).

Proof. Let \(f \in B_{\xi}^{1}\), \(B_{\xi}^{1} := B_{\xi}^{1}(\mathcal{P})\). By Theorems 2.7 and 2.8, \(f \in L_p(\Omega)\) and hence, using Theorem 5.1, \(f\) has a unique representation in the form (5.1). We shall next prove that

\[
\mathcal{N}(f, \mathcal{H}_\mathcal{P}) \leq c\|f\|_{B_{\xi}^{1}}. \tag{5.3}
\]

Case I: \(\tau \geq 1\). This case is trivial because we obviously have, for \(I \neq I^0\),

\[
|c_{I^0}(f)| = \left| \int_{I^0} f \right| \leq \|f\|_{p} \text{ and } |c_I(f)| = |I|^{-1} \left| \int_I f H_I \right| \leq |I|^{-1/\tau} \omega_1(f, I)_{\tau},
\]

which, in view of (5.2), imply (5.3).

Case II: \(0 < \tau < 1\). Clearly,

\[
|I^0|^{-\alpha} \|c_{I^0}(f) H_{I^0}\|_{\tau}^* \leq \|f\|_{L_1(\Omega)} \leq \|f\|_{L_p(\Omega)} \quad (|I^0| = 1).
\]

By Theorem 2.7 with \(\eta = \tau\) and \(k = 1\), \(f\) can be represented in the form

\[
f = T_0 + \sum_{j=1}^{\infty} t_j = T_0 + \sum_{j=1}^{\infty} \sum_{I \in \mathcal{P}_j} t_I \text{ a.e. on } \Omega
\]
with the series converging absolutely a.e., where \( t_j := t_{j;\tau}(f) := T_j - T_{j-1} \), \( T_j := T_{j;\tau}(f, \mathcal{P}) \), and \( t_I := t_{I;\tau} f \) if \( I \in \mathcal{P}_j \).

Fix \( I \in \mathcal{P}_m (m \geq 0) \), \( I \neq I^0 \). Evidently, \( \| c_I(f) H_I \|_1 = \| c_I(f) \| I \leq \| f - c \|_{L^1(I)} \) for every constant \( c \). Therefore,

\[
\| c_I(f) H_I \|_1 \leq \| f - T_{m} \|_{L^1(I)} \leq \sum_{j=m+1}^{\infty} \| t_j \|_{L^1(I)},
\]

which readily implies

\[
\| f \|_{\tau}^{\alpha} \| c_I(f) H_I \|_\tau^\gamma = \| f \|_{\tau}^{\alpha+1-\gamma} \| c_I(f) H_I \|_\tau^\gamma \leq \| f \|_{\tau}^{\gamma} \left( \sum_{j=m+1}^{\infty} \| t_j \|_{L^1(I)} \right)^\tau
\]

\[
\leq \| f \|_{\tau}^{-\gamma} \sum_{j=m+1}^{\infty} \sum_{I \in \mathcal{P}_j} \| t_I \|_I^\gamma
\]

\[
\leq \sum_{j=m+1}^{\infty} \sum_{I \in \mathcal{P}_j} (|J|/|I|)^{\gamma} \| t_I \|_p^\gamma,
\]

with \( \gamma := \alpha - 1/\tau + 1 = 1 - 1/p > 0 \), where we used that \( \tau < 1 \). We now proceed similarly as in the proof of Theorem 2.6 (see Appendix A). We substitute the above estimates in the definition of \( \mathcal{N}(f, \mathcal{H}_p) \) in (5.2) and switch the order of summation to obtain (5.3).

In the other direction, the Haar basis \( \mathcal{H}_p \) obviously satisfies the conditions of Theorem 2.5 and hence

\[
\left\| \sum_{I \in \mathcal{P}_m} |c_I(f) H_I(\cdot)| \right\|_p \leq c \mathcal{N}(f, \mathcal{H}_p).
\]

(5.4)

On the other hand, by Theorem 5.1, \( \mathcal{H}_p \) is an unconditional basis for \( \ell_p(\mathcal{P}) \). Therefore,

\[
f = \sum_{I \in \mathcal{P}} c_I(f) H_I \text{ a.e. on } \Omega
\]

with the series converging absolutely a.e. and unconditionally in \( L_p \). Using (5.4), we infer \( \| f \|_p \leq c \mathcal{N}(f, \mathcal{H}_p) \). We utilize the above representation of \( f \) to obtain

\[
S_m^1(f) \leq \left\| f - \sum_{|J| \geq 2^{-m}} c_I H_I \right\|_\tau \leq \left( \sum_{j=m}^{\infty} \left\| \sum_{I \in \mathcal{P}_j} c_I H_I \right\|_\tau^\lambda \right)^{1/\lambda}
\]

\[
= \left( \sum_{j=m}^{\infty} \left( \sum_{I \in \mathcal{P}_j} \| c_I H_I \|_\tau^\lambda \right)^{\lambda/\tau} \right)^{1/\lambda}
\]

with \( \lambda := \min\{ \tau, 1 \} \). Now, exactly as in the proof of Theorem 2.6 (see Appendix A), we use this in (2.22) and switch the order of summation to obtain \( \| f \|_{B^1} \leq c \mathcal{N}(f, \mathcal{H}_p) \). This completes the proof of the theorem. \( \square \)
Nonlinear $n$-term approximation from a single basis $\mathcal{H}_\mathcal{P}$: For a given partition $\mathcal{P}$, we denote by $\hat{\Sigma}_n(\mathcal{P})$ the set of all functions $\varphi$ of the form

$$\varphi = \sum_{I \in A_n} a_I H_I,$$

where $A_n \subset \mathcal{P}$ and $\# A_n \leq n$. The error $\hat{\sigma}_n(f, \mathcal{H}_\mathcal{P})_p$ of nonlinear $n$-term $L_p$-approximation to $f$ from $\mathcal{H}_\mathcal{P}$ is defined by

$$\hat{\sigma}_n(f, \mathcal{H}_\mathcal{P})_p = \inf_{\varphi \in \hat{\Sigma}_n(\mathcal{P})} \|f - \varphi\|_{L_p(\Omega)}.$$

Clearly, $\hat{\Sigma}_n(\mathcal{P}) \subset \Sigma_n(\mathcal{P})$ and hence $\sigma_2n(f, \mathcal{P})_p \leq \hat{\sigma}_n(f, \mathcal{H}_\mathcal{P})_p$. The approximation spaces $\hat{A}_q^n := \hat{A}_q^n(L_p, \mathcal{H}_\mathcal{P})$ generated by the $n$-term approximation from $\mathcal{H}_\mathcal{P}$ are defined similarly as the approximation spaces $A_q^n$ (see (3.3)). The problem again is to characterize the approximation spaces $\hat{A}_q^n$ which reduces to establishing Jackson and Bernstein inequalities and interpolation.

**Theorem 5.3.** Suppose $\mathcal{P}$ is an arbitrary partition of $\Omega$ and let $1 < p < \infty$, $\alpha > 0$, and $1/\alpha = \alpha + 1/p$. Then the following Jackson and Bernstein inequalities hold:

$$\hat{\sigma}_n(f, \mathcal{H}_\mathcal{P})_p \leq cn^{-\alpha} \|f\|_{B_1^{1/p}(\mathcal{P})}, \quad f \in B_1^{1/p}(\mathcal{P}),$$

(5.5)

$$\|\varphi\|_{B_1^{1/p}(\mathcal{P})} \leq c\|\varphi\|_{L_p(\Omega)}, \quad \varphi \in \hat{\Sigma}_n(\mathcal{P}), \quad c = c(\alpha, p, d).$$

(5.6)

Therefore, for $0 < \gamma < \alpha$ and $0 < q \leq \infty$,

$$\hat{A}_q^n(L_p, \mathcal{H}_\mathcal{P}) = (\mathbb{L}_p(\mathcal{P}), B_1^{1/p}(\mathcal{P}))_\gamma /_{\gamma, q} = A_q^n(L_p, \mathcal{H}_\mathcal{P})$$

(5.7)

with equivalent norms (see Theorem 3.3).

**Proof.** The Jackson estimate (5.5) can be proved, using Theorem 5.2, exactly as Theorem 3.1 was proved. The Bernstein inequality (5.6) follows by Theorem 3.2. An easier proof can be given by using that $\mathcal{H}_\mathcal{P}$ is an unconditional basis for $\mathbb{L}_p$ ($1 < p < \infty$). The characterization of $\hat{A}_q^n$ in (5.7) follows by (5.5) and (5.6) (see [6,20]).

**Algorithm for $n$-term approximation from $\mathcal{H}_\mathcal{P}$:** We note that a near best $n$-term $L_p$-approximation from $\mathcal{H}_\mathcal{P}$ ($1 < p < \infty$) to a given function $f \in \mathbb{L}_p(\mathcal{P})$ can be achieved by simply retaining the biggest (in $L_p$) $n$ terms from the representation of the function $f$ in $\mathcal{H}_\mathcal{P}$ (see [23]). This result suggests the following “threshold” algorithm for $n$-term $L_p$-approximation from $\mathcal{H}_\mathcal{P}$ ($1 < p < \infty$):

**Step 1:** Find the Haar decomposition of $f$ in $\mathcal{H}_\mathcal{P}$: $f = \sum_{I \in \mathcal{P}} c_I(f) H_I$.

**Step 2:** Order the terms of $\{||c_I(f) H_I||_p\}_{I \in \mathcal{P}}$ in a nonincreasing sequence $||c_{I_1}(f) H_{I_1}||_p \geq ||c_{I_2}(f) H_{I_2}||_p \geq \cdots$ and then define the approximant by

$$\hat{\Sigma}_n(f, \mathcal{P})_p := \sum_{j=1}^n c_{I_j}(f) H_{I_j}.$$
From the above observation, \( \mathcal{A}_n(f, \mathcal{P})_p \) provides a near best \( n \)-term \( L_p \)-approximation to \( f \) from piecewise constants generated by \( \mathcal{P} \).

**Nonlinear \( n \)-term approximation from the library \( \mathcal{H} := \{ \mathcal{H} \} \):** We denote by \( \hat{\sigma}_n(f)_p \) the error of \( n \)-term approximation of \( f \in L_p \) from the best basis in \( \mathcal{H} \), i.e.,

\[
\hat{\sigma}_n(f)_p := \inf_{\mathcal{P}} \sigma_n(f, \mathcal{H})_p.
\]

The following theorem is immediate from the Jackson estimate (5.5):

**Theorem 5.4.** If \( \inf_{\mathcal{P}} \| f \|_{B^{1,1}(\mathcal{P})} < \infty \), then

\[
\hat{\sigma}_n(f)_p \leq cn^{-2} \inf_{\mathcal{P}} \| f \|_{B^{1,1}(\mathcal{P})}
\]

with \( c = c(p, \alpha, d) \).

Our approximation scheme for nonlinear \( n \)-term approximation of a given function \( f \in L_p(\Omega) \) from the library \( \mathcal{H} := \{ \mathcal{H} \} \) of all anisotropic Haar bases consists of two steps:

(i) Find a basis \( \mathcal{H}(f) \in \mathcal{H} \) which minimizes the \( B^{1,1}_z \)-norm of \( f \).

(ii) Run the above threshold algorithm for near best \( n \)-term approximation from \( \mathcal{H}(f) \).

The most significant fact in this part is that, in a natural discrete setting, there is an effective algorithm for best Haar basis selection, which we present below.

The above approximation scheme requires a priori information about the smoothness \( \alpha > 0 \) of the function \( f \) (which is being approximated) with respect to the optimal \( B^{1,1}_z \)-scale. We do not have an effective solution for this hard problem. Of course, one can get some idea about the optimal smoothness \( \alpha \) of a given function experimentally.

**Best Haar basis or best B-space selection:** We next describe a fast algorithm for best anisotropic Haar basis or best B-space selection in the discrete case of dimension \( d = 2 \). This algorithm is well known (see, e.g., [9] and the references therein). Also, this algorithm is somewhat related with the algorithm for best basis selection from wavelet packets (see [3]). Both algorithms rest on one and the same principle.

We consider the set \( \mathcal{X}_n \) of all functions \( f : [0, 1)^2 \rightarrow \mathbb{R} \) which are constants on each of the \( 2^n \times 2^n \) “pixels”

\[
I = [(i - 1)2^{-n}, i2^{-n}) \times [(j - 1)2^{-n}, j2^{-n})], \quad 1 \leq i, j \leq 2^n. 
\]

Denote by \( \mathcal{D}_n \) the set of all such pixels on \( [0, 1)^2 \). We let \( \mathbb{P}_n \) denote the set of all dyadic partitions \( \mathcal{P} \) of \( [0, 1)^2 \) such that \( \mathcal{P}_{2n} = \mathcal{D}_n \) and we shall consider \( \mathcal{P} \) terminated at level \( 2n \). Thus \( \mathcal{P} = \bigcup_{m=0}^{2n} \mathcal{P}_m \). Clearly, \( \mathcal{X}_n = \mathcal{F}_n^1 \) (see Section 2).

Motivated by the result from Theorem 5.4, our next goal is to find, for a given \( f \in \mathcal{X}_n \), a dyadic partition \( \mathcal{P}^* := \mathcal{P}^*(f) \in \mathbb{P}_n \) which minimizes the B-norm \( \mathcal{N}(f, \mathcal{P}) \) from (5.2). Evidently, for \( \mathcal{P} \in \mathbb{P}_n \), \( \mathcal{H} \mathcal{P} \) is an orthogonal basis for the linear space \( \mathcal{X}_n \).
and, therefore,
\[ f = \sum_{I \in \mathcal{P}} c_I(f) H_I \quad \text{with} \quad c_I(f) := |I|^{-1} \int_I f H_I. \]

We briefly denote \( d(I, \mathcal{P}) := |I|^{-2\tau+1} |c_I(f)|^\tau \). Also, we set \( d_0(I) := d(I, \mathcal{P}) \) if \( I \) is subdivided, say, horizontally in \( \mathcal{P} \), and \( d_1(I) := d(I, \mathcal{P}) \) if \( I \) is subdivided vertically in \( \mathcal{P} \). Then we have, for the B-norm from (5.2),
\[ \mathcal{N}(f, \mathcal{P}) = \sum_{I \in \mathcal{P}} d(I, \mathcal{P}). \]

For a given dyadic box \( J \), we denote by \( \mathbb{P}_J \) the set of all dyadic partitions \( \mathcal{P}_J \) of \( J \) which are subpartitions of partitions from \( \mathbb{P}_n \). Similarly as above, we set
\[ D(\mathcal{P}_J) := \sum_{I \in \mathcal{P}_J} d(I, \mathcal{P}_J). \]

We next describe a fast algorithm for finding a partition \( \mathcal{P}^* \in \mathbb{P}_n \) which minimizes the B-norm \( \mathcal{N}(f, \mathcal{P}) \). The idea of this construction is to proceed from fine to coarse levels minimizing \( D(\mathcal{P}_J) \) for every dyadic box \( J \) at every step. More precisely, we use the following recursive procedure. We first consider all boxes \( J \) with \( |J| = 2^{-2n+1} \). Each box \( J \) like this is the union of two adjacent pixels and, hence, it can be subdivided in exactly one way. Thus \( \mathcal{P}_J \) is uniquely determined. Now, suppose that we have already found all partitions \( \mathcal{P}_J \) of all dyadic boxes \( J \) with \( |J| \leq 2^{-\mu} \) \((0 < \mu < 2n)\) which minimize \( D(\mathcal{P}_J) \) over all partitions \( \mathcal{P}_J \in \mathbb{P}_J \). Let \( J \) be an arbitrary dyadic box such that \( |J| = 2^{-\mu+1} \). There are two cases to be considered.

Case I: One of the sides of \( J \) is of length \( 2^{-n} \). Then there is only one way to subdivide \( J \) and, hence, \( \mathcal{P}_J \) and \( \min D(\mathcal{P}_J) = D(\mathcal{P}_J^*) \) are uniquely determined.

Case II: Both sides of \( J \) are of length \( > 2^{-n} \). Then \( J \) can be subdivided in two possible ways: horizontally or vertically and, therefore, \( J \) has two sets of children. Let us denote by \( J_1 \) and \( J_2 \) the children of \( J \) obtained when dividing \( J \) horizontally and \( J'_1 \) and \( J'_2 \) the children of \( J \) obtained when dividing \( J \) vertically. The key observation is that
\[ \min_{\mathcal{P}_J} D(\mathcal{P}_J) = \min \{ D(\mathcal{P}_J_1) + D(\mathcal{P}_J_2) + d_0(I), D(\mathcal{P}_J'_1) + D(\mathcal{P}_J'_2) + d_1(I) \}. \]

Therefore, if \( \min_{\mathcal{P}_J} D(\mathcal{P}_J) \) is attained when \( J \) is first subdivided horizontally, then \( \mathcal{P}_J^* = \mathcal{P}_J_1 \cup \mathcal{P}_J_2 \cup \{ J \} \) will be an optimal partition of \( J \) and \( \mathcal{P}_J = \mathcal{P}_J'_1 \cup \mathcal{P}_J'_2 \cup \{ J \} \) will be optimal in the other case. We process like this every dyadic box of area \( 2^{-\mu+1} \) and this completes the recursive procedure. After finitely many steps we find a partition \( \mathcal{P}^* \) of \( \Omega \) which minimizes \( D(\mathcal{P}) = \mathcal{N}(f, \mathcal{P}) \).

Every \( f \in X_n \) belongs to any (discrete) space \( B_{\alpha}^{s+1}(\mathcal{P}) \) and we have, by Theorem 5.4,
\[ \sigma_m(f) \leq c m^{-\frac{\alpha}{2}} \inf_{\mathcal{P} \in \mathbb{P}_n} \| f \|_{B_{\alpha}^{s+1}(\mathcal{P})}, \quad m = 1, 2, \ldots. \]

Once the smoothness parameter \( \alpha > 0 \) is fixed, the above algorithm provides a basis which minimizes the \( B_{\alpha}^{s} \)-norm of \( f \). It is a problem to find the optimal smoothness \( \alpha \) of \( f \).
Several remarks are in order: (i) For a given function \( f \in \mathcal{X}_n \), the number of all coefficients \( c_I(f) \) (or Haar functions \( H_I \)) that participate in the representations of \( f \) in all anisotropic Haar bases is \( \leq 2N \), where \( N := 2^n \) is the number of the pixels. Moreover, these coefficients can be found by \( O(N) \) operations.

(ii) For a given function \( f \in \mathcal{X}_n \) and fixed indices \( x \) and \( \tau \), only \( O(N) \) operations are needed to find a Haar basis \( \mathcal{H}(f) \) which minimizes the \( B^{x,1}_{\tau}(f, \mathcal{P}) \).

(iii) Another \( O(N \ln N) \) operations (mainly for ordering the coefficients) are needed for finding a near best \( n \)-term approximation to \( f \) from the best Haar basis \( \mathcal{H}(f) \).

The above idea for best basis selection can be utilized for best B-space selection, namely, for the selection of a partition \( \mathcal{P}^* \) which minimizes the B-norm \( \|f\|_{B^x_k(\mathcal{P})} \) of a given function \( f \) when \( k > 1 \). Indeed, precisely as above we can find a partition \( \mathcal{P}^* \in \mathcal{P}_n \) which minimizes \( \|f\|_{B^x_k(\mathcal{P})}^\tau \) or an equivalent norm.

6. Concluding remarks and open problems

Our results from Section 4 show that the set of \( n \)-term rational functions is a powerful tool for approximation. The \( n \)-term rational functions that we consider, however, depend on the coordinate system. It is natural to consider the more general \( n \)-term rational functions of the form \( R = \sum_{j=1}^n r_j \), where each \( r_j \) is of the form \( r(Ax) \) with \( r \) from (4.1) and \( A \) any affine transform. The set of all such rational functions is independent of the coordinate system. Here we do not consider such more general approximation because our approximation method is limited by the conditions on the maximal inequality we use (see Section 4). We believe that \( n \)-term rational approximation should be considered as a special case of the more general \( n \)-term approximation from the collection (dictionary) of all functions of the form \( \varphi(u_1x_1 + v_1, \ldots, u_d x_d + v_d) \), or \( \varphi(Ax) \), \( A \) an affine transform, where \( \varphi \) is a fixed smooth and well localized function such as \( \varphi(x) := e^{-|x|^2} \). The ultimate goal of the theory of \( n \)-term rational approximation (of any type) is to characterize the corresponding approximation spaces. This article does not solve that problem but shows that the smoothness spaces which govern \( n \)-term rational approximation are fairly sophisticated ones.

We now turn to the fundamental question in nonlinear approximation (and not only there) of how to measure the smoothness of the functions. In [18], we showed that all rates of nonlinear univariate spline approximation are governed by the scale of Besov spaces \( B^{x,k}_\tau(L_\tau) \) (\( 1/\tau = x + 1/p \)). For more sophisticated multivariate nonlinear approximation, however, the Besov spaces are inappropriate. This is clearly the case when the approximation tool contains functions supported on long and narrow regions or have elongated level curves like the piecewise polynomials and rational functions considered in this paper (see the end of Section 2). It is crystal clear to us that for highly nonlinear approximation such as the multivariate piecewise polynomial approximation considered in Sections 3 and 5 there does not
exist a single super space scale (like the Besov spaces) suitable for measuring the smoothness. We believe that in many cases the smoothness of the functions should be measured by means of an appropriate collection of space scales which should vary with the approximation process. To illustrate this idea we return to the piecewise polynomial approximation considered in Section 3. For this type of approximation, a function $f$ should naturally be considered smooth of order $\alpha$ if

$$\inf_{\mathcal{P}} \| f \|_{\mathcal{B}^\alpha(\mathcal{P})} < \infty,$$

which means that there exists a partition $\mathcal{P}^*$ such that $\| f \|_{\mathcal{B}^k(\mathcal{P}^*)} < \infty$. Then the rate of $n$-term piecewise polynomial (of degree $< k$) approximation to $f$ is roughly $O(n^{-\alpha})$. It is an open problem to characterize the approximation spaces generated by $\{ \sigma_n(f) \}_p$ (see (3.7)).

Clearly, in nonlinear piecewise polynomial or rational approximation there is no saturation, which means that the corresponding approximation spaces $A^\alpha_q$ are nontrivial for all $\gamma > 0$. Therefore, it is highly desirable that the smoothness spaces we use characterize the approximation spaces $A^\alpha_q$ for all $0 < \gamma < \infty$. This was a guiding principle to us in designing the B-spaces in this article. Notice that all our approximation results from Sections 3 and 5 hold for each $\alpha > 0$. To make this point more transparent, we shall next briefly compare our results with existing ones, which involve Besov spaces. We first note that the situation in the univariate case is quite unique, since the scale of Besov spaces $\mathcal{B}^\alpha_{\tau,k}(L_\tau)$ $(1/\tau = \alpha + 1/p)$ governs all rates of nonlinear piecewise polynomial approximation (see [18]). Therefore, there is no reason for introducing B-spaces in dimension $d = 1$. They would be equivalent to the corresponding univariate Besov spaces and hence useless. Besov spaces are also used in dimensions $d > 1$ (see [5, 7, 11]), but they are not the right smoothness spaces even for nonlinear piecewise polynomial approximation generated by regular partitions. It follows by the discussion at the end of Section 2 (see (2.28)) and by Theorems 3.1–3.3 that the Besov spaces $\mathcal{B}^\alpha_{\tau,k}(L_\tau)$ can do the job when $0 < \alpha < 1/p$ and they fail when $\alpha \geq 1/p$. Of course, this range for $\alpha$ is wider when approximating from smoother piecewise polynomials (see [5, 7]). In a nutshell, the Besov spaces are the right smoothness spaces for characterization of nonlinear piecewise polynomial approximation in dimensions $d > 1$ only for regular partitions and for a limited range of approximation rates, and they are completely unsuitable in the anisotropic case.

Another important element of our concept is to have, together with the library of spaces, a companion library of bases which are (unconditional) bases for the spaces of interest. Such a library of bases should provide an effective tool for nonlinear approximation. As in this paper, we conveniently have the library of anisotropic Haar bases $\{ H_{\mathcal{P}} \}$ which are unconditional bases for $\{ L_p(\mathcal{P}) \}$ and characterize the $\mathcal{B}^{p-1}_{\tau}(\mathcal{P})$-spaces.

An open problem for bases is to construct libraries of anisotropic bases consisting of smooth functions.

Next, we pose some more delicate problems about the library of anisotropic Haar bases $\mathcal{H}$: The ultimate problem is to characterize the approximation spaces generated by $\{ \hat{\sigma}_n(f) \}_p$. The difficulty of this problem stems from the highly nonlinear nature of the approximation from the library $\mathcal{H}$. This problem is intimately connected to the...
problem for existence of a near best (or best) basis: For a given function \( f \in L_p \), does there exist a single Haar basis \( \mathcal{H}(f) \in \mathbb{H} \) such that
\[
\sigma_{cn}(f, \mathcal{H}(f))_{p} \leq c \inf_{\mathcal{H} \in \mathbb{H}} \sigma_n(f, \mathcal{H})_{p}
\]
for all \( n \geq 1 \) with a constant \( c \) independent of \( f \) and \( n \)?

The answer of this question is not known even for \( p = 2 \). If the answer of the latter question is “Yes”, then the approximation of any \( f \in L_p \) from the library of anisotropic Haar bases \( \mathbb{H} \) could be realized by approximation from a single basis \( \mathcal{H}(f) \) and characterized by the interpolation spaces generated by \( B^r_2(\mathcal{P}^*) \), where \( \mathcal{P}^* \) is determined from \( \mathcal{H} \circ \mathcal{P} = \mathcal{H}(f) \).
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Appendix A

A.1. Proof of Theorems 2.4–2.6

For the proof of Theorem 2.5, we need the following lemma:

**Lemma A.1.** Suppose \( \{ \Phi_m \} \) satisfies conditions (i) and (ii) of Theorem 2.5 and \( p \geq 1 \). Let \( F := \sum_{j \in \mathcal{J}} |\Phi_j| \), where \( \# \mathcal{J} \leq n \), and \( ||\Phi_j||_p \leq A \) for \( j \in \mathcal{J} \). Then
\[
||F||_p \leq cAn^{1/p} \quad \text{with} \quad c = c(c_1).
\]

**Proof.** Using (i), we have
\[
||F||_p \leq \left( \sum_{j \in \mathcal{J}} ||\Phi_j||_\infty 1_{E_j}(\cdot) \right)_{p} \leq c_1 A \left( \sum_{j \in \mathcal{J}} |E_j|^{-1/p} 1_{E_j}(\cdot) \right)_{p}.
\]

We define
\[
E := \bigcup_{j \in \mathcal{J}} E_j \quad \text{and} \quad \lambda(x) := \min\{|E_j|: j \in \mathcal{J} \text{ and } E_j \ni x\}, \quad x \in E.
\]
Evidently, property (ii) yields \(\sum_{j \in \mathcal{F}_n} |E_j|^{-1/p} \parallel E_j(x) \parallel_{L_p} \leq c_1 \lambda(x)^{-1/p}, x \in \mathbb{R}^d\). Therefore,

\[
\|F\|_p \leq cA\|\lambda(\cdot)^{-1/p}\|_{L_p} = cA \left( \int_{E} \lambda(x)^{-1} \, dx \right)^{1/p} \\
\leq cA \left( \sum_{j \in \mathcal{F}_n} |E_j|^{-1} \int_{\mathbb{R}^d} \mathbbm{1}_{E_j}(x) \, dx \right)^{1/p} = cA(\# \mathcal{F}_n)^{1/p} \leq cAn^{1/p}. \quad \square
\]

**Proof of Theorem 2.4.** The theorem is trivial if \(0 < \tau \leq 1\). Let \(\tau > 1\). Then \(p > 1\). Let \(\{\Phi_j^k\}_{j=1}^{\infty}\) be a rearrangement of the sequence \(\{\Phi_j\}\) so that \(\|\Phi_j^k\|_p \geq \|\Phi_j^k\|_p \geq \cdots\). Obviously,

\[
\|\Phi_j^k\|_p \leq j^{-1/\tau} N, \quad \text{where } N := \left( \sum_j \|\Phi_j^k\|_p^\tau \right)^{1/\tau}. \quad (A.1)
\]

We define \(\mathcal{J}_m := \{j: 2^{-m}N \leq \|\Phi_j^k\|_p < 2^{-m+1}N\}\). Then \(\bigcup_{\mu \leq m} \mathcal{J}_\mu = \{j: \|\Phi_j^k\|_p \geq 2^{-m}N\}\) and hence, using (A.1),

\[
\# \mathcal{J}_m \leq \left( \sum_{\mu \leq m} \# \mathcal{J}_\mu \right) \leq 2^{m\tau}. \quad (A.2)
\]

We denote \(F_m \coloneqq \sum_{j \in \mathcal{J}_m} |\Phi_j^k|\). Using Lemma A.1 and (A.2), we obtain

\[
\left\| \sum_j |\Phi_j^k(\cdot)| \right\|_p \leq \sum_{m=0}^{\infty} \|F_m\|_p \leq c \sum_{m=0}^{\infty} (\# \mathcal{J}_m)^{1/p} 2^{-m}N \\
= cN \sum_{m=0}^{\infty} 2^{-m(1/\tau-1/p)} \leq cN. \quad \square
\]

**Proof of Theorem 2.5.** **Case I:** \(1 \leq p < \infty\). We introduce the following abbreviated notation: \(T_m \coloneqq T_{m,n}(f), t_m : = t_{m,n}(f), \text{ and } t_{I} := \mathbbm{1}_{I} \cdot t_m \text{ if } I \in \mathcal{P}_m, m \in \mathbb{Z}\) (see (2.9)). By (2.17), we have

\[
N_{t_{I}},N(f, \mathcal{P}) \approx \left( \sum_{I \in \mathcal{P}} \|t_I\|_p^\tau \right)^{1/\tau} =: N(f). \quad (A.3)
\]

Clearly, the sequence \(\{t_I\}_{I \in \mathcal{P}}\) satisfies the conditions of Theorem 2.5 and hence

\[
\left\| \sum_{j \in \mathbb{Z}} |t_I(\cdot)| \right\|_p \leq cN(f). \quad (A.4)
\]

We define \(g(x) : = T_0(x) + \sum_{j=1}^{\infty} t_j(x), x \in \mathbb{R}^d\). By (A.4), \(\sum_{j \in \mathbb{Z}} |t_j(x)| < \infty\) for almost all \(x \in \mathbb{R}^d\) and hence \(g\) is well defined. Clearly, \(g = T_m + \sum_{j=m+1}^{\infty} t_j\) a.e. on \(\mathbb{R}^d\), for each \(m \in \mathbb{Z}\), with the series converging absolutely a.e. From this and (A.4), we infer \(\|g - T_m\|_p \leq \| \sum_{j=m+1}^{\infty} |t_j(\cdot)| \|_p \to 0 \text{ as } m \to \infty\). On the other hand, since \(f \in L_q,\)
\[ \|f - T_m\|_{L^p(I)} \to 0 \text{ as } m \to \infty \text{ for each } I \in \mathcal{P}. \] Therefore, \( f = g \) a.e. and hence
\[ f - T_m = \sum_{j=m+1}^{\infty} t_j \text{ a.e. on } \mathbb{R}^d, \ m \in \mathbb{Z}, \tag{A.5} \]
where the series converges absolutely a.e., and in addition to this \( f \in L_p(\mathcal{P}, k). \)

We shall next show that there exists a polynomial \( P \in \Pi_k \) such that
\[ T_m - P = \sum_{j=-\infty}^{m} t_j \text{ in } L_\infty(\mathbb{R}^d), \ m \in \mathbb{Z}. \tag{A.6} \]
Indeed, using Lemma 2.1 and (A.4), we obtain
\[ \|t_j\|_{L_\infty(I)} \leq c|I|^{-1/p} \|t_j\|_{L_p(I)} \leq c2^{j/p} \|t_j\|_{L_p(I)} \leq c2^{j/p} \mathcal{N}(f), \quad I \in \mathcal{P}_j, \]
and hence \( \|t_j\|_{L_\infty(\mathbb{R}^d)} \leq c2^{j/p} \mathcal{N}(f) \). Therefore,
\[ \sum_{j=-\infty}^{m} \|t_j\|_{L_\infty(\mathbb{R}^d)} < \infty, \ m \in \mathbb{Z}. \tag{A.7} \]
Fix \( I \in \mathcal{P} \). If \( -m \) is sufficiently large and \( \mu \leq -1 \), then \( T_m - T_{m+\mu} \) is an algebraic polynomial of degree \( < k \) on \( I \) and
\[ \|T_m - T_{m+\mu}\|_{L_\infty(I)} = \left\| \sum_{j=m+\mu+1}^{m} t_j \right\|_{L_\infty(I)} \leq \sum_{j=m+\mu+1}^{m} \|t_j\|_{L_\infty(I)} \to 0 \text{ as } m \to -\infty, \]
where we used (A.7). Therefore, there exists \( Q_I \in \Pi_k \) such that
\[ \lim_{m \to -\infty} \|T_m - Q_I\|_{L_\infty(I)} = 0. \]
From this and (A.7), it readily follows that there exists a unique polynomial \( P \in \Pi_k \)
such that \( \lim_{m \to -\infty} \|T_m - P\|_{L_\infty(\mathbb{R}^d)} = 0 \). This and (A.7) imply (A.6). In going further, (A.4)–(A.6) yield
\[ f - P = \sum_{m \in \mathbb{Z}} t_j \text{ a.e. on } \mathbb{R}^d \tag{A.8} \]
with the series converging absolutely a.e., and
\[ \|f - P\|_p \leq \left\| \sum_{j \in \mathbb{Z}} |t(j)| \right\|_p \leq c \mathcal{N}_{1,\gamma}(f, \mathcal{P}) < \infty. \tag{A.9} \]
Now, since \( f \in L_p(\mathbb{R}^d) \) and \( f - P \in L_p(\mathbb{R}^d) \), then \( P \equiv 0 \), and (A.8) and (A.9) imply Theorem 2.5 in Case 1.

Case II: \( 0 < p < 1 \). Since \( p < 1 \) and \( \tau/p < 1 \), we immediately obtain
\[ \left\| \sum_{j \in \mathbb{Z}} |t(j)|^p \right\|_p = \left\| \sum_{I \in \mathcal{P}} |t_I(j)|^p \right\|_p \leq \sum_{I \in \mathcal{P}} |t_I|_p^p \leq \left( \sum_{I \in \mathcal{P}} |t_I|^\tau \right)^{p/\tau} \leq c \|f\|_{L_p(\mathbb{R}^d)}^p. \]
This replaces (A.4) and everything else is the same as in Case 1. We shall skip the details. \( \Box \)
Proof of Theorem 2.6. The equivalence of $N_{\omega,\eta}(\cdot,\mathcal{P})$ and $N_{t,\eta}(\cdot,\mathcal{P})$ can be proved exactly as Lemma 2.3 was proved and we skip its proof. If $0<\eta\leq\tau$, then the equivalence of $\|\cdot\|_{B^k_t(\mathcal{P})}$ and $N_{t,\eta}(\cdot,\mathcal{P})$ follows by (2.14).

The estimate $\|f\|_{B^k_t(\mathcal{P})}\leq N_{\omega,\eta}(f,\mathcal{P})$, for $\tau<\eta<p$, is immediate by applying Hölder’s inequality. It remains to prove that, for $f\in B^k_t(\mathcal{P})$,

$$N_{\omega,\eta}(f,\mathcal{P})\leq cN_{t,\eta}(f,\mathcal{P}) \approx \|f\|_{B^k_t(\mathcal{P})}, \quad \text{if } \tau<\eta<p.$$  

(A.10)

Since $f\in B^k_t(\mathcal{P})$, by Theorem 2.4 (with $\eta=\tau$), $f$ can be represented in the form

$$f = \sum_{j\in\mathbb{Z}} t_j =: \sum_{j\in\mathbb{Z}} \sum_{I\in\mathcal{P}_j} t_I \quad \text{a.e. on } \mathbb{R}^d$$  

(A.11)

with the series converging absolutely a.e., where $P\in\Pi_k$, $t_j := t_{j,\tau}(f)$, and $t_I := \mathbb{1}_I \cdot t_j$, if $I\in\mathcal{P}_j$, and

$$N_{t,\tau}(f,\mathcal{P})^\tau = \sum_{I\in\mathcal{P}} |I|^{-\alpha\tau}||t_I||_t^\tau.$$  

Evidently, $\omega_k(t_j,J)_\eta = 0$ for $J\in\mathcal{P}_m$ and $j\leq m$. We use Lemma 2.1 to obtain, for $J\in\mathcal{P}_m$ and $j>m$,

$$\omega_k(t_j,J)_\eta \leq c||t_j||_{\mathcal{P}_m}(J) \leq c \sum_{I\in\mathcal{P}_j, I\subset J} ||t_I||_t \leq c \sum_{I\in\mathcal{P}_j, I\subset J} ||t_I||_t |J|^{(1/\eta-1/\tau)}.$$  

Set $\lambda := \min\{\eta,1\}$. Using (A.11), we have, for $J\in\mathcal{P}_m$,

$$\omega_k(f,J)_\eta \leq \left( \sum_{j=m+1}^\infty \omega_k(t_j,J)_\eta^\lambda \right)^{1/\lambda} \leq c \left( \sum_{j=m+1}^\infty \left[ \sum_{I\in\mathcal{P}_j, I\subset J} ||t_I||_t |J|^{(1/\eta-1/\tau)} \right]^{\lambda/\eta} \right)^{1/\lambda}.$$  

Therefore,

$$N_{\omega,\eta}(f,\mathcal{P})^\tau := \sum_{J\in\mathcal{P}} |J|^{-\alpha\tau+1/\eta} \omega_k(f,J)_\eta \leq c \sum_{m\in\mathbb{Z}} \sum_{J\in\mathcal{P}_m} |J|^{(-\alpha+1/\eta+1/\tau)} \left[ \sum_{j=m+1}^\infty \left( \sum_{I\in\mathcal{P}_j, I\subset J} ||t_I||_t |J|^{(1/\eta-1/\tau)} \right)^{\lambda/\eta} \right]^{\tau/\lambda}$$  

$$= c \sum_{m\in\mathbb{Z}} \sum_{J\in\mathcal{P}_m} \left[ \sum_{j=m+1}^\infty \left( \sum_{I\in\mathcal{P}_j, I\subset J} |I|^{-\alpha\tau} ||t_I||_t |J|^{(1/\eta-1/\tau)} \right)^{\lambda/\eta} \right]^{\tau/\lambda}$$  

$$= c \sum_{m\in\mathbb{Z}} \sum_{J\in\mathcal{P}_m} \left[ \sum_{j=m+1}^\infty \left( \sum_{I\in\mathcal{P}_j, I\subset J} A^\eta_{\gamma(j-m)/2} A^\gamma_{\eta-j(\gamma/2)+1/\gamma-j/2} \right)^{\lambda/\eta} \right]^{\tau/\lambda}$$  

$$= c \sum_{m\in\mathbb{Z}} \sum_{J\in\mathcal{P}_m} \left[ S_{m,J} \right]^{\tau/\lambda},$$
where \( A_I := |I|^{-\frac{2}{q}}\|t_I\|_r \) and \( \gamma := \alpha + \frac{1}{\eta} \) such that \( \frac{1}{q} - \frac{1}{\eta} > 0 \). We now want to shift the order of summation. So, this is a Hardy inequality type situation. We first estimate \( S_{m,J} \) by using Hölder’s inequality. Choose \( \gamma_1, \gamma_2 > 0 \) such that \( \gamma_1 + \gamma_2 = \gamma \) and set \( \frac{s}{q'} := 1 - 1/s \). We obtain

\[
S_{m,J} = \sum_{j=m+1}^{\infty} 2^{-\gamma_1(j-m)}2^{-\gamma_2(j-m)}\left( \sum_{I \in \mathcal{P}_j, \ I \subset J} A_I^q \right)^{\lambda/\eta} \\
\leq \left[ \sum_{j=m+1}^{\infty} (2^{-\gamma_1(j-m)}2^{-\gamma_2(j-m)})^{\lambda/\eta} \right] \left[ \sum_{j=m+1}^{\infty} \left( 2^{-\gamma_2(j-m)} \left( \sum_{I \in \mathcal{P}_j, \ I \subset J} A_I^q \right)^{\lambda/\eta} \right)^{1/s} \right]^{1/s} \\
\leq c \left( \sum_{j=m+1}^{\infty} 2^{-\gamma(j-m)\tau} \sum_{I \in \mathcal{P}_j, \ I \subset J} A_I^\tau \right)^{\lambda/\tau},
\]

where we used that \( \tau \leq \eta \). Combining this result with the previous estimates, we obtain

\[
\mathcal{N}_{\gamma_0,\eta}(f, \mathcal{P}) \leq c \sum_{m \in \mathbb{Z}} \sum_{J \in \mathcal{P}_m} \sum_{j=m+1}^{\infty} 2^{-\gamma_2(j-m)} \sum_{I \in \mathcal{P}_j, \ I \subset J} A_I^\tau \\
\leq c \sum_{j \in \mathbb{Z}} \sum_{I \in \mathcal{P}_j} A_I^\tau \sum_{m=-\infty}^{j-1} 2^{-\gamma_2(j-m)\tau} \leq c \sum_{j \in \mathbb{Z}} \sum_{I \in \mathcal{P}_j} A_I^\tau = c N_{\gamma,\tau}(f, \mathcal{P})^\tau,
\]

where we switched the order of summation. Thus (A.10) is proved.

The following simple example shows that the equivalence of \( \| \cdot \|_{B^{\gamma}_{p}(\mathcal{P})} \) and \( \mathcal{N}_{\gamma_0,\eta}(\cdot, \mathcal{P}) \) is not valid if \( \eta \geq p \). Let \( f := 1_I \) for some \( I \in \mathcal{P} \). It is readily seen that \( \|f\|_{B^\gamma_p(\mathcal{P})} \approx |I|^{1/p} \approx \|f\|_p \) and at the same time \( \mathcal{N}_{\gamma_0,\eta}(f, \mathcal{P}) = \infty \) if \( \eta \geq p \). \( \square \)

### A.2. Proof of Theorem 3.4

We first prove that, for \( f \in B^\gamma_p \), \( B^\gamma_t := B^\gamma_{t_t}(\mathcal{P}) \),

\[
\|f\|_{B^\gamma_t} \leq c \|f\|_{B^\gamma_p} \tag{A.12}
\]

By Theorem 2.6 and (2.17), \( \|f\|_{B^\gamma_p} \approx \sum_{I \in \mathcal{P}} \|t_I\|_p \) with \( t_I := t_{I,\eta}(f) \) if \( I \in \mathcal{P}_m \) \((0 < \eta < p)\). Therefore, if \( \|t_I\|_p \gg \|t_{I'}\|_p \) is a nonincreasing rearrangement
of the sequence \( \{||t_\ell||_p\} \), then
\[
||f||_{\mathcal{B}_\ell^p} \approx \sum_{v=0}^{\infty} 2^v ||t_{t^v_\ell}||_{p^v}.
\]

On the other hand, Theorem 2.4 implies \(((||f||_p < \infty) \wedge \sigma_m(f, \mathcal{P})_p \leq c \left\| \sum_{j=m+1}^{\infty} |t_j| \right\|_p \).

Evidently, the sequence \( \{t_\ell\}_I \in \mathcal{P} \) satisfies the conditions of Theorem 2.5 and, therefore, we can apply Lemma A.1 to obtain
\[
\sigma_2(f, \mathcal{P})_p \leq c \sum_{v=0}^{\infty} \left( \sum_{\ell=2^v+1}^{2^{v+1}} ||t_{t^\ell}||_{p^\ell} \right) \leq c \sum_{v=0}^{\infty} 2^v ||t_{t^v_\ell}||_{p^\ell}, \quad \text{if } 1 \leq p < \infty.
\] (A.13)

Clearly,
\[
\sigma_2(f, \mathcal{P})_p^p \leq \sum_{\ell=2^v+1}^{2^{v+1}} ||t_{t^\ell}||_{p^\ell} \leq c \sum_{v=0}^{\infty} 2^v ||t_{t^v_\ell}||_{p^\ell}, \quad \text{if } 0 \leq p < 1.
\] (A.14)

We insert (A.13) or (A.14), respectively, in the definition of \( ||f||_{A_\tau^p} \) (see (3.6)) and apply inequality (2.12) to obtain (A.12).

We next prove that if \( f \in A_\tau^p \), then \( f \in \mathcal{B}_\ell^p \) and
\[
||f||_{\mathcal{B}_\ell^p} \leq c||f||_{A_\tau^p}. \quad \text{(A.15)}
\]

**Case I: \( \tau \leq 1 \).** We may assume that \( \varphi_{m} \in \Sigma^k_m(\mathcal{P}) \) are such that \( ||f - \varphi_{m}||_p = \sigma_m(f, \mathcal{P})_p \). Since \( f \in A_\tau^p(L_p, \mathcal{P}) \), then \( \sigma_m(f, \mathcal{P})_p \to 0 \) and hence
\[
f = \varphi_1 + \sum_{v=1}^{\infty} (\varphi_{2^v} - \varphi_{2^{v-1}}) \quad \text{in } L_p.
\] (A.16)

On the other hand, since \( ||\varphi_{2^v} - \varphi_{2^{v-1}}||_p \leq c\sigma_{2^{v-1}}(f)_p \),
\[
||\varphi_1 + \sum_{v=1}^{\infty} |\varphi_{2^v} - \varphi_{2^{v-1}}| \|_{p}^{\mu} \leq ||f||_{p}^{\mu} + ||f - \varphi_1||_p^{\mu} + \sum_{v=1}^{\infty} ||\varphi_{2^v} - \varphi_{2^{v-1}}||_p^{\mu}
\]
\[
\leq ||f||_{p}^{\mu} + c \sum_{v=0}^{\infty} \sigma_{2^v}(f, \mathcal{P})_p^{\mu} \leq ||f||_{p}^{\tau} + c \sum_{v=0}^{\infty} \sigma_{2^v}(f, \mathcal{P})_p^{\tau} \leq c||f||_{A_\tau^p}^{\tau} < \infty
\]
with \( \mu := \min\{p, 1\} \), where we used that \( \tau \leq \mu \). Therefore, the series in (A.16) converges absolutely a.e. on \( \mathbb{R}^d \) as well. From this, we readily obtain \((\tau \leq 1)\)
\[
||f||_{\mathcal{B}_\ell^p}^{\tau} \leq ||\varphi_1||_{\mathcal{B}_\ell^p}^{\tau} + \sum_{v=1}^{\infty} ||\varphi_{2^v} - \varphi_{2^{v-1}}||_{\mathcal{B}_\ell^p}^{\tau}.
\]
Applying the Bernstein inequality from Theorem 3.2 to each term above, we get
\[
|f|_p^r \leq c|\varphi_1|_p^r + c \sum_{v=1}^{\infty} (2^{\nu_2})(|\varphi_{2v} - \varphi_{2v-1}|_p)^r
\]
\[
\leq c|f|_p^r + c \sum_{v=0}^{\infty} (2^{\nu_2}(f; \mathcal{P})_p)^r \leq c|f|_p^r.
\]
This completes the proof of (A.15) in Case I.

Case II: \( \tau > 1 \). Then \( p > 1 \). This case is more complicated and will require more careful analysis. We may assume that \( \varphi_m \in \Sigma_2^k(\mathcal{P}) \) are such that \( |f - \varphi_m|_p = \sigma_m(f; \mathcal{P})_p \). Let
\[
\varphi_m = \sum_{I \in \Lambda_m} 4^n P_m_I, \quad \text{where} \quad \Lambda_m \subset \mathcal{P}, \quad \#\Lambda_m \leq m, \quad \text{and} \quad P_m_I \in \Pi_k.
\]
Set \( A_{2v}^* := \bigcup_{j=0}^{v} A_{2j} \). We have
\[
A_{2v}^* \subset A_{2v+1}^* \quad \text{and} \quad \#A_{2v}^* \leq \sum_{j=0}^{v} 2^j = 2^{v+1} - 1 \quad \text{for} \quad v = 1, 2, \ldots.
\]
In this part, our construction is quite similar to the one from the proof of Theorem 3.2. Let \( I_{v,0} \in \mathcal{P} \) be the smallest box containing all boxes from \( A_{2v}^* \), and let \( \mathcal{T}_v^* \) be the minimal binary subtree of \( \mathcal{P} \) containing \( A_{2v}^* \cup \{I_{v,0}\} \). The set \( A_{2v}^* \) induces a natural subdivision of \( \mathbb{R}^d \) into a union of disjoint maximal rings. By definition, \( R \) is a ring if \( R = I \cup J \), where \( I, J \in \mathcal{P} \) or \( I = \mathbb{R}^d \) and \( J \in \mathcal{P} \) or \( J = \emptyset \). We say that \( R = I \cup J \) is a maximal ring generated by \( A_{2v}^* \) if (a) \( I \in \mathcal{T}_v^* \) or \( I = \mathbb{R}^d \) and \( J \in \mathcal{T}_v^* \) or \( J = \emptyset \), (b) \( R \) does not contain a box smaller than \( I \) from \( A_{2v}^* \), and (c) \( R \) is maximal with these two properties. We let \( \rho_v^* \) denote the set of all maximal rings generated by \( A_{2v}^* \). We have the following possibilities for a ring \( R \in \rho_v^* \) with \( R = I \cup J \): (i) \( I \) is a final box in \( \mathcal{T}_v^* \) and \( J = \emptyset \); (ii) \( J \in A_{2v}^* \) or \( J \) is a branching box in \( \mathcal{T}_v^* \); (iii) \( I = \mathbb{R}^d \) and \( J = I_{v,0} \). Therefore, \( \#\rho_v^* \leq 3 \#A_{2v}^* + 1 < 6 \cdot 2^v \). Note that \( \rho_v^* \) is a collection of disjoint rings such that
\[
\mathbb{R}^d = \bigcup_{R \in \rho_v^*} R.
\]
Also, since \( A_{2v}^* \subset A_{2v+1}^* \), for each \( R \in \rho_{v+1}^* \), we have either \( R \in \rho_v^* \) or \( R \subset K \) for some \( K \in \rho_v^* \). Thus \( \{\rho_v^*\} \) is a sequence of nested rings.

For each ring \( R \in \rho_v^* \), we denote by \( I_R \) (the mother box of \( R \)) the smallest box from \( \mathcal{P} \) containing \( R \) and by \( I_R' \) the largest box from \( \mathcal{P} \) contained in \( R \). Note that \( I_R' \) is uniquely determined and is one of the two children of \( I_R \) in \( \mathcal{P} \). Also, we define \( P_R \in \Pi_k \) by the identity
\[
|f - P_R|_{L_p(I_R')} = \inf_{P \in \Pi_k} |f - P|_{L_p(I_R')} =: E_k(f; I_R')_p.
\]
It is easily seen (using Lemma 2.1) that
\[
|f - P_R|_{L_p(I_R')} \leq c E_k(f; R)_p.
\]
Now, we set \( \phi_{2v}^* := \sum_{R \in \rho_v^\circ} 1_R \cdot P_R \). It follows, from \( A_{2v} \subset A_{2v}^* \) and (A.17),
\[
||f - \phi_{2v}^*||_p \leq c||f - \phi_{2v}||_p = c\sigma_{2v}(f, \mathcal{P})_p.
\]
(A.18)

By the definition of \( \phi_{2v}^* \), if \( R \in \rho_v^\circ \) and \( K \in \rho_{v-1}^\circ \), then \( R \subset K \) and \( \phi_{2v}^* = \phi_{2v-1}^* \) on \( R \). We let \( \rho_v^\diamond (v \geq 1) \) denote the set of all rings from \( \rho_v^\circ \rho_{v-1}^\circ \) which do not share mother boxes with rings from \( \rho_v^\circ \) and set \( \rho_0^\diamond := \rho_0^\circ \). Note that \( \rho_v^\diamond \) is a collection of disjoint rings. From the above arguments, every two sets from the sequence \( \{\rho_v^\diamond \}_{v=0}^\infty \) are disjoint and
\[
\phi_{2v}^* - \phi_{2v-1}^* = \sum_{R \in \rho_v^\circ} 1_R \cdot P_R =: \sum_{R \in \rho_v^\circ} \Phi_R, \quad v \geq 1.
\]
(A.19)

Note that, using (A.18),
\[
\left\| \sum_{R \in \rho_v^\circ} \Phi_R \right\|_p = \left\| \phi_{2v}^* - \phi_{2v-1}^* \right\|_p \leq c\sigma_{2v-1}(f, \mathcal{P})_p, \quad v \geq 1.
\]
(A.20)

Let \( R \in \bigcup_{v=0}^\infty \rho_v^\diamond \) and \( R =: I \setminus J \) with \( I \in \mathcal{P}_\ell \) and \( J \in \mathcal{P}_{\ell+\mu} \) for some \( \ell \in \mathbb{Z} \) and \( \mu \geq 1 \). For \( \ell \leq m < \ell + \mu \), there is a unique \( I^s \in \mathcal{P}_m \) such that \( J \subset I^s \subset I \). We define \( \Phi_{R,m} := 1_{I^s} \cdot \Phi_R \) and set \( \Phi_{R,m} := 0 \) if \( m < \ell \) or \( m \geq \ell + \mu \).

Since \( ||f - \phi_{2v}^*||_p \leq c||f - \phi_{2v}||_p \to 0 \) and \( f \in A_q(L_p, \mathcal{P}) \), similarly as in Case I (see (A.16)) we have
\[
f = \phi_1^* + \sum_{v=1}^{\infty} (\phi_{2v}^* - \phi_{2v-1}^*) \quad \text{in } L_p
\]
(A.21)

with the series converging absolutely almost everywhere as well.

We denote by \( \mathcal{R}_m \) the set of all rings \( R \in \rho_v^\circ \) such that \( I_R \in \mathcal{P}_m \) and let \( \mathcal{K}_m \) be the set of all rings \( R \in \rho_v^\circ \) with \( R =: I \setminus J \) such that \( |J| \leq 2^{-m} < |I| \). Clearly, \( \mathcal{R}_m \cup \mathcal{K}_m \) is a set of disjoint rings. From this, (A.19), and (A.21), it readily follows that \( (\tau \geq 1) \)
\[
\sum_{I \in \mathcal{P}_m} \omega_k(f, I)^\tau \leq c \left[ \sum_{\mu=m+1}^{\infty} \left( \sum_{R \in \mathcal{R}_\mu} \left\| \Phi_R \right\|_\tau \right)^\tau \right] + c \left[ \sum_{R \in \mathcal{K}_m} \left\| \Phi_{R,m} \right\|_\tau \right]^\tau
\]
\[
= c \left( \sum_{\mu=m+1}^{\infty} \left( \sum_{R \in \mathcal{R}_\mu} \left\| \Phi_R \right\|_\tau \right)^\tau \right) + c \sum_{R \in \mathcal{K}_m} \left\| \Phi_{R,m} \right\|_\tau \cdot
\]
Therefore,
\[ ||f||^\tau_{B^*_t} := \sum_{m \in \mathbb{Z}} 2^{2m} \sum_{I \in \mathcal{S}_m} \omega_k(f, I)^\tau \]
\[ \leq c \sum_{m \in \mathbb{Z}} 2^{2m} \sum_{\mu=m+1}^{\infty} \left( \sum_{R \in \mathcal{H}_\mu} ||\Phi_R||^{\tau}_{\mathcal{I}} \right) \frac{1}{\tau} \]
\[ + c \sum_{m \in \mathbb{Z}} 2^{2m} \sum_{R \in \mathcal{K}_m} ||\Phi_{R,m}||^{\tau}_{\mathcal{K}} \]
\[ = : \Sigma_1 + \Sigma_2. \]

We apply inequality (2.12) to the first sum above to obtain
\[ \Sigma_1 \leq c \sum_{m \in \mathbb{Z}} 2^{2m} \sum_{R \in \mathcal{H}_m} ||\Phi_R||^{\tau}_{\mathcal{I}} \leq c \sum_{R \in \mathcal{K}^\circ} ||\Phi_R||^{\tau}_{\mathcal{I}} \]
where we used that \( ||\Phi_R||^{\tau}_{\mathcal{I}} \leq |I_R|^{1/\tau - 1/p} ||\Phi_R||_{\mathcal{I}} = 2^{-2m} ||\Phi_R||_{\mathcal{I}}, \) \( R \in \mathcal{K}_m, \) by Hölder’s inequality.

We shall estimate \( \Sigma_2 \) by using the inequalities: (a) \( ||\Phi_{R,m}||^{\tau}_{\mathcal{I}} \leq 2^{-2m} ||\Phi_{R,m}||_{\mathcal{I}} \) which follows by Hölder’s inequality as above, and (b) \( \sum_{m \in \mathbb{Z}} ||\Phi_{R,m}||^{\tau}_{\mathcal{I}} \leq c ||\Phi_R||^{\tau}_{\mathcal{I}}, \) \( R \in \mathcal{K}^\circ, \)
which can be proved exactly as (3.5) was proved. Applying these inequalities, we find
\[ \Sigma_2 \leq c \sum_{m \in \mathbb{Z}} \sum_{R \in \mathcal{K}_m} ||\Phi_{R,m}||^{\tau}_{\mathcal{I}} \leq c \sum_{R \in \mathcal{K}^\circ} \sum_{m \in \mathbb{Z}} ||\Phi_{R,m}||^{\tau}_{\mathcal{I}} \leq c \sum_{R \in \mathcal{K}^\circ} ||\Phi_R||^{\tau}_{\mathcal{I}}, \]
where we switched the order of summation.

Combining the above estimates for \( \Sigma_1 \) and \( \Sigma_2, \) we obtain
\[ ||f||^\tau_{B^*_t} \leq c \sum_{R \in \mathcal{K}^\circ} ||\Phi_R||^{\tau}_{\mathcal{I}} \leq c \sum_{v=0}^{\infty} \sum_{R \in \mathcal{K}^\circ} ||\Phi_R||^{\tau}_{p} \]
\[ \leq c \sum_{v=0}^{\infty} \left( \sum_{R \in \mathcal{K}^\circ} ||\Phi_R||^{\tau}_{p} \right) \left( \# \mathcal{K}_v \right)^{1-\tau/p} \]
\[ \leq c ||\phi||^\tau_{\mathcal{I}} + c \sum_{v=1}^{\infty} 2^v \sigma^\tau_2 (f, \mathcal{K}_v)^\tau \]
\[ \leq c ||f||^\tau_{\mathcal{I}} + c \sum_{v=0}^{\infty} 2^v \sigma^\tau_2 (f, \mathcal{K}_v)^\tau \leq c ||f||^\tau_{A^*_t}, \]
where we used (A.20) and Hölder’s inequality. This completes the proof of (A.15) in Case II. \( \square \)
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