ANTIDIAMOND PRINCIPLES AND TOPOLOGICAL
APPLICATIONS

TODD EISWORTH AND PETER NYIKOS

ABSTRACT. We investigate some combinatorial statements that are strong
enough to imply that ¢ fails (hence the name antidiamonds); yet most of
them are also compatible with CH. We prove that these axioms have many
consequences in set-theoretic topology, including the consistency, modulo large
cardinals, of a Yes answer to a problem on linearly Lindel6f spaces posed by
Arhangel’skif and Buzyakova [1].

1. INTRODUCTION

Researchers of set theory and allied branches of mathematics have long been fa-
miliar with the contrast between the effects of the Continuum Hypothesis (CH) and
those of MA+—-CH (Martin’s Axiom together with the negation of CH). Long well-
known also is the way the contrast is greatly magnified when CH is strengthened
to the combinatorial axiom < while MA+-CH is strengthened to the Proper Forc-
ing Axiom (PFA). Until recently, however, comparatively little was known about
just how much stronger <) really is than CH alone. Although a great variety of
mathematical structures have been defined with the help of {, in most cases it was
simply not known until recently whether or not CH alone is adequate to produce
structures with the same basic properties.

For many years, Shelah seemed to have a near-monopoly on models of CH+—<,
as exemplified by the D-completeness constructions in [33]. The machinery of D-
completeness is very difficult to apply directly, while other CH+—< constructions
prior to 1996 were of very limited applicability. Then the first author, with the
help of J. Roitman [9], introduced a generalization of D-completeness which, with
the help of some auxiliary machinery, has led to a series of very general topological
statements compatible with CH and negated by < [6], [7], [8].

A bit earlier, Abraham and Todorcevié [2], [3] obtained a number of PFA-like
applications of a simple combinatorial axiom which they showed to be compatible
with CH. Todorcevié¢ later published new applications of a very similar but more
powerful axiom [34], again compatible with CH but requiring the the use of large
cardinals. These axioms, both designated (x) in the respective articles, are far
simpler than the D-completeness machinery used to establish their consistency with
CH, and much easier to apply directly than the PFA, from which they also follow
3], [34].
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In this paper, we give new applications of these two axioms, and we also introduce
and apply new axioms related to them. We have retained the designation of (x) for
the axiom of [3], but have adopted the notation P for the stronger axiom of [34].
They both have to do with the concept of a P-ideal:

Definition 1.1. A collection Z of countable subsets of a set X is a P-ideal if it is
downward closed with respect to C, closed under finite union, and has the property
that, if {I,, : n € w} is a countable subset of Z, then there exists J € Z such that
I, c* J for all n. [Here, A C* B means A\ B is finite.]

Axiom P: For every P-ideal Z on an uncountable set X, either

() there is an uncountable subset A of X such that every countable subset of A
isin Z, or

(#) X is the union of countably many sets {B,, : n € w} such that B, NI is
finite for all n and for all I € 7.

Axiom (x) of [3] is the restriction of P to the case where |X| < wj. [The case
where X is countable trivially satisfies (ii) in ZFC.] Axiom (*) is consistent if
ZFC is consistent, but all known ways of making Axiom P consistent make use of
supercompact cardinals.

Except for Axiom P, and a corollary CC, all our axioms are equiconsistent with
ZFC and follow from the Proper Forcing Axiom [PFA], and most are known to be
compatible with CH. The weakest axiom is designated CC11, and (like CC) it has to
do with a special class of ideals “dual” to P-ideals, called countable-covering ideals.
A preliminary version, [2], of [3] actually had to do with countable-covering ideals,
but the authors opted in the final version for the stronger axiom, even though this
made the proofs of applications slightly longer. In Section 2, we introduce the other
axioms we will be applying. Sections 3, 4, and 5 focus on topological applications
of Axioms CC, P, P11, and CCi2 to the theory of locally compact spaces, which
dovetail remarkably well with our axioms. The following theorem from Section 2 is
especially noteworthy:

First Trichotomy Theorem [Axiom CC| Let X be a locally compact Hausdorff
space. Then at least one of the following is true:

(1) X is the countable union of w-bounded subspaces.
(2) X has an uncountable closed discrete subspace.
(3) X has a countable subset with non-Lindel6f closure.

As a corollary of this powerful theorem, we obtain a consistent Yes answer,
modulo large cardinals, to the following problem of Arhangel’skii and Buzyakova [1]:

Problem: Is every normal locally compact linearly Lindel6f space Lindelof?

If “locally compact” is omitted, we have one of the most basic unsolved problems
in general topology, for which we do not even have any consistent answers.

In Section 6, we show how one of the strongest axioms, Pss, is compatible with
CH.

2. THE AXIOMS AND A FEW SIMPLE APPLICATIONS

The following concept will be useful in formulating the various axioms and clar-
ifying implications between them.
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Definition 2.1. Given an ideal 7 of subsets of a set S, a subset A of S is orthogonal
to T if AN is finite for each I € Z. The w-orthocomplement of T is the ideal
{J :|J| € w, J is orthogonal to Z} and will be denoted Z=.

When restricted to ideals whose members are countable, w-ortho-complementation
is a Galois correspondence, which means that if Z ¢ J then J+ C Z+, and that
Z C I+, This has the easy consequence that 7+ = Z++=+.

Definition 2.2. The following axiom is denoted Aziom Piq:
For every P-ideal 7 on a stationary subset S of wq, either

(i) there is an uncountable A C S such that every countable subset of A is in Z,
or

(ii) there is an uncountable B C S such that every countable subset of B is in
It
Axiom Pjo [resp. Aziom Pyy] substitutes “stationary” for “uncountable” in (ii)
[resp. ()], while Aziom Pss makes the same substitution in both (i) and (ii).

If 7 is an ideal of countable subsets of a set X, then Z11 is the ideal of all
countable subsets C' of X such that for every infinite subset D of C there is an
infinite I € 7 such that I C D.

Like axiom (*) of [3] (see preceding section), Axiom Pj; could have been formu-
lated using any uncountable set X in place of S: if Y is a subset of X of cardinality
Ny, thenZ [ Y ={INY : I €7T}isaP-ideal on Y, and the sets A and B which we
obtain for Z [ Y and Y serve equally well for Z and X.

Axiom (x) of [3] is a strengthening of Axiom P9, because of the elementary fact
that the union of countably many nonstationary sets is nonstationary. As shown in
[3], axiom (x) is compatible with CH even without any large cardinal assumptions,
and hence so are Pjo and the weaker P;1. One of the main results of our paper is
that P»o is also compatible with CH.

It is natural to ask whether (x) or P in turn can be strengthened to give a
stationary A in (i), but the following simple example shows that this is impossible:

Example 2.3. Let S = w; and let Z be the ideal of all countable sets of successor
ordinals. Then Z is obviously a P-ideal, and Z is the ideal of all countable sets of
ordinals in which all but finitely many members are limit ordinals. Obviously, no
stationary subset of wy has every countable subset in Z; equally obviously, neither
is w; the union of countably many sets B, such that [B,]* C Z* for each n. (As
usual, [A]“ stands for the set of countably infinite subsets of A.)

The foregoing example, with Z replaced with 7 = Z*, shows that the axiom ob-
tained by replacing (i) in Axiom Pj5 with “S' is the union of countably many subsets
A, such that every countable subset of A, is in Z for all n” is also inconsistent.
We do not know the status of the axiom which results when the same substitution
is made in Axiom Pj;. In [3], it is noted that also adding the condition that the
P-ideal is N;-generated does result in a consistent axiom but one not known to be
compatible with CH.

The remaining axioms dealt with in this paper revolve around the following
concept.

Definition 2.4. An ideal J of subsets of a set X is countable-covering if for each
Q € [X]¥, the ideal J | @ is countably generated.
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In other words, for each countable subset @ of X, there is a countable subcol-
lection {JQ : n € w} of J such that every member J of J that is a subset of Q
satisfies J C J¢ for some n.

The P-ideals in all but the last section of [3], as well as the P-ideals in this section
and Section 4, are all w-orthocomplements of countable-covering ideals. There are
no exceptions in the opposite direction:

Theorem 2.5. The w-orthocomplement of a countable-covering ideal is a P-ideal.

Proof. Let J be a countable-covering ideal on the set S and let Z7 = J LI
{I, :new}CT let Q=U{I,:n€w}, and let {J, : n € w} be as in Definition
2.4. Then by the Dubois-Reymond property of P(w)/fin, there is a subset H of Q
such that I,, C* H for all n € w while J,, N H is finite for all n. It is easy to see
that H € J+, as required. O

A nice feature of countable-covering ideals on a set of cardinality w; is that they
are Ni-generated; that is, each one has a cofinal subset of cardinality w; with respect
to C. Another nice feature is given by:

Theorem 2.6. If J is countable-covering, then J = J+=+.

Proof. Suppose @ is a countable subset of the underlying set S and @ ¢ J. Let
{Jn :n € w} C J be such that every member J of J that is a subset of Q satisfies
J C* J, for some n. Since Q ¢ J we can define, by induction, elements {g,, : n € w}
such that ¢, ¢ JoU---UJ, for all n. Then {g, : n € w} € J+, so that Q ¢ J++,
as desired. |

These last two theorems make it easy to see that the following axioms are weaker
than the corresponding P,,, axioms with the subscripts reversed.

Definition 2.7. Aziom CCq; is the axiom that for each countable-covering ideal
J on a stationary subset S of wi, either:
(i) there is an uncountable A C S such that [A]¥ C J; or

(ii) there is an uncountable B C S such that [B]* C J* .

Similarly, Axioms CC13, CCy; and CCsys are defined analogously to the corre-
sponding P,,, axioms. If 7 is a countable-covering ideal, then Theorem 2.5 tells
us that Z = J* is a P-ideal and Theorem 2.6 tells us that Z+ = 7. It follows
immediately that P,; implies CCy, for each choice of k and n. Obviously, the
P, and C},, axioms also increase in strength with increasing subscript, but at our
present state of knowledge we do not know what other implications hold between
them. We do not even know whether Cy; implies Py or (x). Nevertheless, almost
every application of these axioms has a “naturally weakest” axiom associated with
it, in the sense that one cannot improve on the proof by going to a stronger axiom
in this set, and no formally weaker axiom in the set yields a similar proof.

For example, the “naturally weakest” axiom for all but one of the consequences
of (%) in [3] is CC11. (The exception is 2.4, for which the countable-covering coun-
terpart of (x) is the natural weakest.) Thus C'Cy; suffices for the nonexistence of
Souslin trees, the statement that every (wi,w])-gap contains a Hausdorff gap, and
a similar result about coherent sequences on wy. In each case, the proof is actually
a bit simpler when C'Cqy is used.

The following axioms are known not to be equivalent to any considered thus far.
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Definition 2.8. Aziom Ps; [resp. Aziom CCi3] is the following axiom.

For every P-ideal Z [resp. for every countably covering ideal [J] on wy, either
(i) there is a closed unbounded A C w; such that every countable subset of A is in
7T [resp. in J4], or
(ii) there is an uncountable B C w; such that every countable subset of B is in Z+
[resp. in J].

Aziom Psg [resp. Aziom CCsag] is obtained from Axiom Psy [resp. Aziom CCis]
by substituting “stationary” for “uncountable” in (ii).

We do not yet know whether any or all of the axioms in 2.8 are compatible with
CH. This was claimed in an earlier version of [14], where Psy is designated “(x.)
for § = wy,” but the proof was faulty. However, this axiom does follow from the
PFA [14]. Also, as will be shown in a future paper, substituting a stationary set
for wy in each of the axioms in Definition 2.8 gives an axiom which is compatible
with CH. In contrast, Hirschorn has a simple counterexample in 2.3 of [14] to what
would logically be denoted Axiom Pi3, and it also serves as a counterexample to
what one would call CCs;. In the same article it is shown how (x.) for § = wy (=
P35) implies that every Aronszajn tree is special, and that it negates what is there
called “the existence of a club-guessing sequence on w;” and is called &¢ below.
It is easy to modify the proofs to show that the weaker CC13 implies these things
also; we do it explicitly for d¢c below.

Definition 2.9. A ladder system on w; is a family {S, : @ € wy N Lim} of sets of
order type w such that S, called the ladder at a, has supremum a.

The axiom & [resp. dvs]| [resp. d¢] states that there is a ladder system {S, : a €
w1 N Lim} on wy such that for every uncountable [resp. stationary] [resp. closed
unbounded (“club”)] subset E of wy, there exists a such that S, C E for some
a < wi.

It is a well-known fact that & ¢ is compatible with M A+—C H; in fact, &¢ cannot
be destroyed by ccc forcing. Much more strongly, it cannot even be destroyed by
w-proper forcing [15]. Now, all axioms considered in this paper (as well as in
conjunction with CH) except for those in 2.8 and 5.1 can be shown consistent using
a-proper forcing for all « < wy. Thus our other applications are compatible with

L Jo8
Theorem 2.10.

(a) CC11 — .

(b) CClz — ﬁ*s.

(c) CCr13 = —dc.
Proof. Let J be the ideal generated by the sets S,. This is countable-covering; in
fact, J | @ is countable for all countable Q C w;. Now, it is impossible for there to
be a set of order type > w? in J, so alternative (i) fails in CC},,. But alternative (ii)

gives an uncountable [resp. stationary] [resp. club] subset of w; which meets each
ladder S, in a finite set, very strongly negating the respective variants of &. O

Problem 1. Does CCyq1 or CCs; imply —éeg?

One can ask the same questions about the corresponding P,,, axioms here and
in the next problem.
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Problem 2. Does CC1; or CCy; imply that every Aronszajn tree has an antichain
that meets a stationary set of levels?

In [4] an Aronszajn tree is called “almost Souslin” if every antichain meets a
nonstationary set of levels. Thus Problem 2 can be rephrased, “Does CCy; or
CC(C5; imply there are no almost Souslin trees?” Apparently it is not even known
whether there is a model of ZFC in which there is an almost Souslin tree but no
Souslin trees. Analogously, it is unknown whether & and &g are distinct axioms
— does &g actually imply &7
Problem 3. Does any or all of CC7; through Pso imply every Aronszajn tree is
special?

3. TRICHOTOMIES ON LOCALLY COMPACT SPACES

In this section we give several powerful applications of Axiom P and the slightly
weaker Axiom CC to the theory of locally compact spaces. The applications re-
volve around the ideal Z of countable closed discrete subspaces and the ideal J
of countable subsets with compact closures. If X is a locally compact Hausdorff
space, then T = J+ because a countable subset of X is in J+ iff it meets every
open set with compact closure in a finite set iff it is closed discrete. Also, J+ is
the ideal of all countable subsets ) of X such that every infinite subset of () has
an accumulation point in X (though not necessarily in @ itself). Because of the
Galois correspondence between Z and 7, we have 7 =7

Axiom CC is to P as CC,,,, is to Pp,,:

Axiom P [resp. Axiom CC]: For every P-ideal T [resp. For every countable-
covering ideal J] on a set X, either

(i) there is an uncountable subset A of X such that every countable subset of A
is in Z [resp. in J], or

(ii) X is the union of countably many sets { B,, : n € w} such that every countable
subset of each B, is in Z+ [resp. in J].

It follows from Theorem 2.5 that P implies CC; the converse is an open problem.

The following lemma leads to a far-reaching trichotomy with the help of Axiom
CC. Recall that a space is called Lindeldf if every open cover has a countable
subcover. Obviously, every o-compact space is Lindel6f.

Lemma 3.1. Let X be a locally compact Hausdorff space and let J be the ideal of
all countable subsets of X with compact closure. Then [J is countable-covering if,
and only if, every countable subset of X has Lindelof closure.

Proof. If the countable subset @ has Lindelof closure in X, let {V;, : n € w} be an
ascending cover of by open subsets of X with compact closures. Let .J,, = V,, NQ
for all n. Then J,, € J for all n. Now suppose that J € J and J C Q. Since J is
a subset of Q and is compact, J C V,, for some n and so J C J,,.

For the converse, let () be a countable subset of X and suppose that J | @ is
generated by {J, : n € w}. We may assume that the J,, form an ascending family.
It suffices to show that Q C (J{J, : n € w} since each J, is compact. For each
point p of @ let V be an open neighborhood of p in the relative topology of @ such
that V is compact. Q is dense in @, hence VN @Q = V. Since V N Q has compact
closure, VN Q C J, for some n, and so p € V C J,. [
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Our applications of Axiom CC involve the following concepts:

Definition 3.2. A space X is w-bounded if every countable subset has compact
closure. A space X is pseudocompact if every continuous real-valued function on
X is bounded. A space X is linearly Lindeldf if every open cover that is totally
ordered by C has a countable subcover. A space X is countably metacompact if
every countable open cover has a point-finite open refinement.

Here are some basic facts about these concepts; all except the last two have very
easy proofs.

e Every w-bounded space is countably compact (that is, every infinite subset has
an accumulation point).

e Every countably compact T} space is countably metacompact, and so is every
T1 space that is the countable union of closed, countably compact subspaces.

e Every countably compact space is pseudocompact; more generally, so is every
space with a dense countably compact (or pseudocompact) subspace.

e Every normal, pseudocompact space is countably compact [10] (p. 206).

e Every countably metacompact, linearly Lindel6f space is Lindelof [13].

In this paper, “regular” and “normal” are both taken to include the Hausdorff
property.

Theorem 3.3 (First Trichotomy Theorem [Axiom CC]). Let X be a locally
compact Hausdorff space. Then at least one of the following is true:

(1) X is the countable union of w-bounded subspaces.
(2) X has an uncountable closed discrete subspace.
(3) X has a countable subset with non-Lindeldf closure.

Proof. If (3) fails, it follows from Lemma 3.1 that the ideal J of countable subsets
of X with compact closure is countable-covering. Then Axiom CC kicks in to give
either (a) an uncountable subset A of X in which every countable subset is closed
discrete in X or (b) a cover of X by countably many sets B,, such that B,, meets
every closed discrete subset of X in a finite set. Then, in case (a), local compactness
gives that A is closed discrete: any compact neighborhood of a point can only meet
A in a finite set. Thus alternative (2) holds. In case (b), every infinite subset of B,
has a limit point somewhere in X. Let A,, = [J{Q : Q is a countable subset of B,,}.

Claim. A, is w-bounded. Once the claim is proven, alternative (1) holds and we
are done.

Proof of claim. Let R be a countable subset of A,; then R is a subset of the
closure of a countable subset Q of B,, and @ has Lindeldf closure. Also, Q is
pseudocompact, because every sequence in @ has an accumulation point in Q; also,
it is Tychonoff because it is locally compact and Hausdorff; now use the well known
fact that every pseudocompact, Tychonoff, Lindel6f space is compact. |

Every known model of CC has ¢ (the cardinality of the continuum) equal either to
N1 or No; so the cardinality restriction in the our next theorem may be redundant:

Theorem 3.4. [CC+c < W] Every locally compact, normal, linearly Lindelof space
is Lindeldf.

Proof. Alternative (2) in Theorem 3.3 cannot hold in a linearly Lindeldf space: if
D is an uncountable closed discrete subspace of a space X, let {d¢ : & < wi} list



8 TODD EISWORTH AND PETER NYIKOS

R; points of D, let B = X \{d¢ : { < w1} and let Uy = EU{d¢ : { < a} for all
a < wiy. Then {U, : @ < wy} is an open cover with no countable subcover.

Alternative (3) cannot hold in a regular linearly Lindelof space if ¢ < X,,. For
then, the closure of any countable subset has a base of cardinality less than X, and
in a linearly Lindelof space, every open cover of cardinality < N, has a countable
subcover [13]. Clearly, every closed subspace of a linearly Lindel6f space is linearly
Lindeldf, so the closure is Lindelof.

So now we turn to alternative (1). Let X be a linearly Lindel6f space which is the
union of countably many w-bounded subspaces X,,. The closure X,, is pseudocom-
pact since X, is a dense countably compact subspace. If X is normal, so is each X,,.
Hence X = UnX_n is the countable union of closed countably compact subspaces,
and is thus countably metacompact. It now follows that X is Lindelof. |

In the foregoing proof, the only use of normality was in showing that the sub-
spaces X, are countably compact. Two general properties that lead to the same
conclusion are countable tightness and the wD property:

Definition 3.5. A space X is countably tight if

A= U{@ :Q C A, Q is countable }
for all subsets A of X. A space X satisfies Property wD if for each infinite closed
discrete subset A there is an infinite D C A such that D has an expansion to a
discrete family {Uy : d € D} of open sets. [To say that {U; : d € D} is an expansion
of D is to mean that U; N D = {d} for all d € D]

Clearly, every first countable or sequential space is countably tight; so is ev-
ery hereditarily separable space. Spaces satisfying wD include normal spaces and
realcompact spaces.

Theorem 3.6. [Axiom CC] Let X be a locally compact Hausdorff space. If X is
countably tight or has property wD, then at least one of the following is true:

(17) X is the union of countably many closed w-bounded, hence countably com-
pact subspaces.

(2) X contains an uncountable closed discrete subspace.

(3) X has a countable subset with non-Lindeldf closure.

Proof. Tt is easy to see that every w-bounded subset of a countably tight Hausdorff
space is closed. So (11) follows from (1) of Theorem 3.3 in this case. If Y is
a countably compact subspace of X, then Y is pseudocompact. It is well known
(cf.[10]) and easy to show that every discrete family of open sets in a pseudocompact
Tychonoff space is finite; hence every pseudocompact Tychonoff space satisfying wD
is countably compact. If (3) fails, then every countable subset of Y has compact
closure; hence (17) follows from (1) in this case too, and we can apply Theorem
3.3. O

Some properties of X besides being just locally compact and Hausdorff are
needed in 3.6: K. Kunen has constructed a ZFC example of locally compact, Haus-
dorff, linearly Lindel6f, non-Lindelof space [19]. From the proof of Theorem 3.4
and the ensuing discussion, it is clear that (1), (2), and (3) all fail in Kunen’s
space. It is a countable union of dense w-bounded subspaces, and so it is also
pseudocompact.
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Property (1) is quite strong; for example, it implies that the space is a ¥-space:
just let C = F be the countable family of (17) in the following definition:

Definition 3.7. A space X is a Yi-space if it has a cover C by countably compact
closed subsets and a o-locally finite collection F of closed subsets such that, for
every open U C X and every C C U, C € C, there exists F' € F such that
CcFcU.

>-spaces are a class of “generalized metric spaces” which have good preservation
properties, some of which will be put to good use below.

Lemma 3.8. Let X be a locally compact Hausdorff space. The countable closed
discrete subspaces of X form a P-ideal if, and only if, the extra point oo of the one-
point compactification X + 1 of X is an ay-point; that is, whenever {o, : n € w}
is a countable family of sequences converging to oo, then there is a sequence o
converging to oo such that ran(o,) C* o for all n.

Proof. An ordinary sequence in X converges to the extra point of X + 1 if, and
only if, its range is a closed discrete subspace of X. O

A corollary of Theorem 2.5 and Lemmas 3.2 and 3.8 is that the extra point of
X +1 is an ap-point whenever every countable subset of X has Lindel6f closure. The
converse is not true: for example, if X is a separable, locally compact, countably
compact, noncompact space, then the extra point of X + 1 is vacuously a;.

The topic of ay-points (i = 1,1.5,2,3,4 ) in topological spaces has been a fruitful
source of research ideas. See especially [20] and its references, where ZFC construc-
tions are given of separable, locally compact, non-Lindelof spaces X such that the
extra point of X + 1 is an as-point. It would therefore be interesting to know
whether “aq-point” can be weakened to “as-point” in the following theorem, even
if Axiom P has to be replaced by some other axiom.

Theorem 3.9. [Axiom P] Let X be a locally compact Hausdorff space. Then at
least one of the following is true:

(17) X is the union of countably many closed pseudocompact subspaces.

(2) X has an uncountable closed discrete subspace.

(3T) The extra point of X + 1 is not an a1-point.

Moreover, if X has property wD, then item (17) can be strengthened to:
(1) X is the union of countably many closed countably compact subspaces; in
particular, X is a Y-space.

Proof. In the proof of Theorem 3.3, substitute the ideal Z for J and CC for P, and
use the fact that if (37) fails, then 7 is a P-ideal. Stop before defining A, and
just observe that B,, is pseudocompact and hence has pseudocompact closure. For
the “Moreover” part, use the fact that every pseudocompact space satisfying wD
is countably compact [see proof of 3.6]. O

As the notation suggests, (1) implies (17): the closure of a pseudocompact subset
is pseudocompact. Of course, (17) implies (1’). At the end of the following section
we give two examples to show how (1’) cannot be replaced with (11), nor (17) with
(1), if one assumes CH or even MA.

Neither Theorem 3.3 nor Theorem 3.9 is a theorem of ZFC. In fact, a Souslin
tree with the interval topology does not satisfy any of (17), (2), or (3):
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Example 3.10. Recall that a tree is a partially ordered set 7 in which = {s € T':
s <t} is well-ordered, and that a Souslin tree is an uncountable tree in which every
chain (pairwise comparable subset) and antichain (pairwise incomparable subset)
is countable. The interval topology on a tree is the one in which every point p has
a base of intervals of the form (a,p] = {t € T :a <t < p}.

Now, every countable subset of a Souslin tree has countable closure, so (3) fails;
every closed discrete subspace in a tree with the interval topology is a countable
union of antichains [21], so (2) fails; and Souslin trees satisfy wD (in fact, every
countable subset is contained in a countable clopen, hence metrizable subset). This
last fact implies (17) fails in the following way: every closed pseudocompact subset
is countably compact, and every antichain is closed discrete; also, every countably
compact uncountable subset of a tree contains an uncountable chain because its
antichains are finite and because of the partition relation wy — (wy,w)? [29].

The next application of our trichotomies is to normality in products. Recall that
a space is called wq-compact if every closed discrete subspace is countable. Clearly,
every Lindel6f space and every countably compact space is wi-compact.

Theorem 3.11. [Axiom P] Let X be a locally compact, normal, wi-compact space.
If the extra point of X +1 is an aq-point (in particular, if every countable subset of
X has Lindeldf closure in X ) then X x M is normal for all metrizable spaces M ;
in particular, X s not a Dowker space.

Proof. Since neither (2) nor (3) of Theorem 3.9 applies, but X satisfies wD (being
normal), (17) applies and we have a Y-space. Every Y.-space is a Morita P-space;
that is, the second player has a winning strategy in the following countable meta-
compactness game. On move n, Player I picks an open set U, ; then Player II plays
a closed set F),, C U;L:1 U;. Player I wins if X = Uzozl U,, and the F,, do not cover
X; otherwise Player II wins. A simple winning strategy for Player II is to choose
F = Un Fn as in 3.6, with each F,, locally finite, and to let F,, be the union of all
the C' € C such that C C F C |J;_, U; for some F € |J_, F;.

As is well known [27] [Corollary 4.1] normal Morita P-spaces are precisely those
normal spaces whose product with every metrizable space is normal. As for the
clause about “Dowker,” one need only recall that a Dowker space is a normal space
whose product with [0, 1] is not normal. O

Definition 3.12. A space is [strongly] collectionwise Hausdorff if each closed dis-
crete subspace has an expansion [see Definition 3.4.] to a disjoint [resp. discrete]
family of open sets.

We use the abbreviation “[sjcwH” for “[strongly] collectionwise Hausdorff”. Ob-
viously, every scwH space satisfies Property wD.

Theorem 3.13. [Aziom CC+ MA(w1)] Every locally compact, hereditarily cwH
Dowker space contains an uncountable closed discrete subspace.

More generally, if a locally compact hereditarily cwH space X is either countably
tight or satisfies wD, then either X is a X-space or X has an uncountable closed
discrete subspace.

Proof. Tt is easy to see that every hereditarily cwH space has the property that
every separable subspace has countable spread; that is, every discrete subspace is
countable. A celebrated theorem of Szentmikléssy is that MA(w;) implies every
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locally compact Hausdorff space of countable spread is hereditarily Lindelof [28].
Hence (3) of Theorem 3.3 fails, so (1) fails, and so does (1) by the proof of Theorem
3.6. |

Corollary 3.14. [Axiom CC+ MA(w1)] If X is locally compact, hereditarily cwH,
w1-compact and normal, then X x [0,1] is also normal.

Although this corollary is very specialized, it is actually one of the very few
results to date of the form “It is consistent that there are no Dowker spaces that
satisfy ...” and the only one besides Theorem 3.4 that uses local compactness in
an essential way. In a future paper it will be shown that (unlike with Theorem
3.4) the large cardinal strength of Axiom CC is not needed for Corollary 3.14.
However, some axioms beyond ZFC are required even for Corollary 3.14: 1. Juhész
constructed [17] an example of a locally compact Dowker space that was hereditarily
separable (hence hereditarily cwH and wi-compact) and even locally countable,
using the axiom <». Recently, one of us showed [24] that some versions of the
Juhész construction yield an example which is, in addition, hereditarily normal
(T5) and has a one-point compactification whose extra point is «. This last detail
shows, thanks to Theorem 3.11, that some kinds of locally compact Dowker spaces
need more than just CH for their construction.

4. EMBEDDING THEOREMS FROM «7 POINTS

In this section we obtain some dichotomies using first P and then P;; + CH.

Definition 4.1. A space X is an «;-space if every point of X is an aj-point. A
space X is Fréchet-Urysohn if, whenever a point « € X is in the closure of A C X,
then there is a sequence from A converging to x. A wv-space is a Fréchet-Urysohn
«p-space.

If Y is a compact Hausdorff space and p is a point of Y, then Y is naturally
homeomorphic to the one-point compactification of Y \ {p}. By Lemma 3.8, a
compact Hausdorff space is an a-space if, and only if, the countable closed discrete
subspaces of Y\ {p} form a P-ideal for every point p of Y. Adding the Fréchet-
Urysohn property makes for quite a sharp result:

Theorem 4.2. [Axiom P] If Y is a locally compact Hausdorff v-space, then'Y is
either first countable or contains the one-point compactification of an uncountable
discrete space.

Proof. Tt clearly suffices to show this for the compact case. Let p € Y, and let
X =Y \ {p}. Condition (37) of Theorem 3.9 does not hold, and if (2) holds for
X, then the union of {p} with the uncountable closed discrete subspace given by
(2) is as desired. If neither (37) nor (2) holds, then alternative (ii) of Axiom P
comes into play, giving us subsets B,, covering X, such that every countable subset
of each B,, has an accumulation point somewhere in X. By the Fréchet-Urysohn
property, p cannot be in the closure of any B, in Y; hence each B, has compact
closure in X, making p a Gs-point and hence a point of first countability in the
compact Hausdorff space Y. 0

The foregoing proof also provides a proof of the following more general fact:
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Theorem 4.3. [Axiom P] Let Y be a locally compact Hausdorff Fréchet-Urysohn
space. FEvery ai-point of Y is either of countable character or is the one relatively
nonisolated point in a subspace E of Y such that E is the one-point compactification
of an uncountable discrete space.

In the following analogue of Theorem 4.3, “Fréchet-Urysohn” is weakened to
“countably tight” while the a;-condition gets strenghtened:

Theorem 4.4. [Axiom CC| Let Y be a locally compact Hausdorff space and let p
be a point of Y with a countably tight neighborhood. If every countable subset of
Y \{p} has Lindeldf closure there, then either p is of countable character, or it is the
one relatively nonisolated point in a subspace E of Y such that E is the one-point
compactification of an uncountable discrete space.

Proof. In X = Y \ {p}, alternative (3) of Theorem 3.3 fails. If then (2) holds,
we are done as in the proof of 4.2; otherwise, let NV be a countably tight compact
neighborhood of p in Y. Compact spaces of countable tightness are precisely those
in which there is no perfect preimage of w; (an easy consequence of Lemma 1 in[11]),
so (la) applies to N \ {p}. This implies that p is a point of first countability as in
the proof of Theorem 4.2. O

The one-point compactification of a Souslin tree shows that neither Theorem 4.2
nor Theorem 4.3 is a theorem of ZFC. It is a v-space in which the extra point is not
a point of first countability, yet every countable subset has countable closure, and
there is no one-point compactification of an uncountable discrete space anywhere
in the space.

We will now show how these applications can be done without assuming large
cardinal axioms, by substituting the combination of P;; and CH for P. We first
take care of spaces of character X1, then use CH to remove the character condition.
[Recall that a space is of character < k if every point has a base of cardinality <
for its neighborhoods.]

Theorem 4.5. [Axiom Py;] IfY is a locally compact Hausdorff v-space of character
Ny then Y contains the one-point compactification of an uncountable discrete space.

Proof. Let p be of character Ny, and let {V, : @ < wi} be a family of closed
neighborhoods of p in Y whose intersection is {p}. We will use the well-known easy
fact that if a family of closed neighborhoods of a point z in a compact Hausdorff
space intersects in {z}, then the collection of finite intersections of members of this
family forms a local base at z.

For each countable ordinal o, let K, = (\{Vz : § < a}. Since p is of uncountable
character, K, \ {p} # 0 for all countable a. Let Z = {z, : @ < w;i} be such
that z, € Ko \ {p}. Since ({Vs : 8 < a} = {p}, Z is uncountable; also, each
neighborhood of p contains all but countably many points of Z. Each point of
X =Y \ {p} has a neighborhood meeting at most countably many points of Z.

Now X is locally compact and its family of closed discrete subspaces is a P-
ideal, as is the family of discrete subspaces of Z that are closed in X. Thus P,
implies that either there is an uncountable subset A of Z such that every countable
subset is in the latter P-ideal, or there is an uncountable subset B of Z such that
no infinite subset of B is closed discrete in X. However, this second alternative
is impossible: B would have p in its closure, and yet there would be no sequence
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converging from B to p, violating the Fréchet-Urysohn property. Thus the first
alternative holds, and it implies that A is a closed discrete subspace of X, because
X is Fréchet-Urysohn. This makes A U {p} the one-point compactification of an
uncountable discrete space. O

Theorem 4.6. [Py + CH| IfY is a locally compact Hausdorff v-space, then Y is
either first countable or contains the one-point compactification of an uncountable
discrete space.

Proof. Tt clearly suffices to show this for the compact case. In [18], it is shown
that CH implies that any point p of uncountable character in a compact Hausdorff
countably tight space K is the limit of a convergent wi-sequence from K \ {p}.
If we let Z be the range of this sequence, we can just follow the last paragraph
of the preceding proof, keeping in mind that every point of X = K \ {p} has a
neighborhood meeting at most countably many points of Z. O

The foregoing proof also shows that Theorem 4.3 continues to hold if P;;+ CH
is substituted for P. Omitting CH from the set-theoretic hypotheses, we get the
same theorem for aq-points of character exactly N;.

We close this section with two examples promised earlier, showing why the var-
ious trichotomies used different variations on (1), (2), and (3) of Theorem 3.3.

Example 4.7. Using the axiom b = ¢, E. K. van Douwen [5] (Theorem 13.4) con-
structed a locally compact, locally countable, countably compact Hausdorff space
X which admits a closed map onto [0, 1]. If X = J 7, X,,, then the projection of at
least one X,, must have some open interval in its closure. Then if @) is a countable
subset of X,, which projects to a dense subset of this interval, the closure of Q
in X is uncountable and hence non-Lindeléf. Thus (1) does not hold even though
(1) holds trivially. Also, @ witnesses that (3) of Theorem 3.3 holds, but (3%) of
Theorem 3.9 does not, because X is countably compact and so X + 1 is trivially
ay. Of course, (2) fails also.

The following example also shows that “Fréchet-Urysohn” cannot be weakened
to “sequential” in Theorems 4.2 and 4.3, nor even to “of sequential order 2”.

Example 4.8. Using CH, Jakovlev constructed [16] a space X with underlying set
wy X w that is locally compact, locally countable, Hausdorff, and pseudocompact;
in fact, W,, = w; X n is open and dense in X for every n € w, and every infinite
subset of W,, has a limit point in W, 1. This easily implies that X is not countably
metacompact and that (2) of Theorems 3.3 and 3.9 does not hold. Neither does
(1) of Theorem 3.3 nor (1’) of 3.9: any set D that meets each row w; x {n} in
at most a singleton is clearly closed discrete, but it is easy to see from the above
that the closure of every uncountable set contains an infinite subset D like this,
hence cannot be countably compact. Also, w x {0} has uncountable (hence, by
local countability, non-Lindelf) closure, so that (3) of Theorem 3.3 does hold.
However, (3%) of Theorem 3.9 does not hold: the extra point co of X + 1 is not
only an a;g-point, but it also has as a weak base consisting of the sets (X + 1)\ W,,.
This means that that a set is an open neighborhood of co if, and only if, it meets X
in an open set and also contains one of the sets (X + 1)\ W,,. From this follows not
only the fact that X + 1 is a7, but also that it is sequential of order 2; in fact, a set
F that is closed in X is either compact or meets every set of the form (X +1)\ W,,.
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This was the first example under any hypotheses of a weakly first countable
compact Hausdorff space which is not first countable, and it is still unsolved whether
the existence of such a space follows just from ZFC. However, the construction is
easily adapted to produce a similar space under MA or even under b = ¢, with
underlying set ¢ x w, having all the topological properties listed above for Jakovlev’s
space. Thus there seems little hope of replacing (17) with (1) in Theorem 3.9 in
any model of P or even of CC.

5. APPLICATIONS OF C'Ci2 TO MANIFOLDS

One of the most powerful recent applications of the axioms studied here is the
main theorem of [25]:

Theorem 5.1. [PFA] Every hereditarily normal, hereditarily cwH manifold of di-
mension > 1 is metrizable.

A manifold is a Hausdorff space in which every point has a neighborhood home-
omorphic to R™ for some n € w. The topological statement in this theorem is a
strengthening of the celebrated theorem of Mary Ellen Rudin [30] of the consistency
of every perfectly normal manifold being metrizable. [Rudin showed that this is im-
plied by MA + —CH, which follows from the PFA.] Indeed, every perfectly normal
space is hereditarily normal; every perfectly normal manifold is hereditarily cwH
[32], [22]; and the only nonmetrizable manifolds of dimension 1 (the long ray and
long line) are not perfectly normal.

Theorem 5.1 made heavy use of CCs. It also used an application of C'Ci5 in
[23] whose proof appears here for the first time (Theorem 5.8 below). We will also
use this applicaction to eliminate certain kinds of perfectly normal manifolds even
if CH is assumed:

Theorem 5.13 [CC}2] Let M be a perfectly normal manifold. Then either M is
metrizable, or it contains a countable subset with nonmetrizable closure.

Some such dichotomy is the best that can be hoped for in the way of CH-
compatible results: in 1976, Rudin and Zenor were able to construct a perfectly
normal nonmetrizable manifold of dimension 2 using CH alone [32]. Rudin has
also used stronger axioms to construct perfectly normal manifolds that cannot be
obtained from CH alone. For example, she showed that <} is enough to construct
perfectly normal, countably compact noncompact manifolds [22], while one of us has
shown [6] that CH is compatible with the statement that perfectly normal countably
compact spaces are compact, and so the manifolds among them are metrizable.
Theorem 5.13 shows that another example of Rudin requires something more than
just CH: with the help of the axiom <%, Rudin constructed a perfectly normal
nonmetrizable manifold in which every countable subset has metrizable closure
[31].

One ingredient in the proof of Theorem 5.13 is the fact that if every countable
subset of a manifold M has metrizable closure, then M is a topological direct sum
of so-called Type I spaces:

Definition 5.2. A space X is a Type I space if it is the union of an ascending
wi-sequence (X, @ o < wq) of open subspaces such that X, C Xg whenever a < 3
and such that X, is Lindelsf for all a.
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Examples of Type I spaces include Aronszajn trees and many important man-
ifolds [22]. Every Type I space clearly has the property that every Lindeldf [in
particular, every countable] subset is contained in some X, and hence has Lindel6f
closure.

Definition 5.3. Given a faithfully indexed subset D = {d, : @ € A} of a set X,
an ezpansion of D is a family {U,, : a € A} such that U, N D = d,, for all « € A.

A space X is [strongly] collectionwise Hausdorff (often abbreviated [s/cwH) if
every closed discrete subspace expands to a disjoint [resp. discrete] collection of
open sets.

The following is well known, cf. [10].

Lemma 5.4. Every locally Lindeldf, paracompact space is the topological direct sum
of Lindelof subspaces.

Definition 5.5. Let X be a Type I space. A sequence (X, : @ < wy) as in 5.2 is
called a canonical sequence for X if X, =|J{X, : @ <} for each limit ordinal ~.
Given a canonical sequence ¥ = (X, : o < wy) for X, the skeleton of X associated
with ¥ is the sequence (X, \ X4 : a < wi). The set X, \ X, is known as the ath
bone of X associated with 2.

A basic result about Type I spaces is that any pair of canonical sequences agree
on a set of terms indexed by a club; hence any two skeletons agree on a club set
of bones: see Lemma 4.4 of [22]. The following slightly generalizes Lemma 4.10 of
[22].

Theorem 5.6. Let X be a Type I space. The following are equivalent.
(i) X is paracompact.
(ii) Some skeleton of X is empty.
(iii) For every skeleton of X, there is a club C' C wy such that the bones
indezed by C' are empty.

Proof. (i) if and only if (ii): If X is paracompact, then by Lemma 5.4, X is a
topological direct sum of Lindel6f subspaces. Now, every open cover of a Type I
space has a subcover of cardinality < Ni, and so there can be at most X; summands.
Listing them in order type w; [with repetitions if there are only countably many]
and letting X, be the union of the summands indexed by ordinals < «, we arrive
at a canonical sequence with empty skeleton. The reverse implication is trivial.
(i1) if and only if (iii): This is immediate from the fact that any two canonical
sequences agree on a club set of indices. O

The proof of Lemma 4.11 in [22] also shows the following theorem, in which the
key to necessity is the Pressing-Down Lemma:

Theorem 5.7. Let X be a locally ccc Type I space. Then X is cwH if, and only
if, every closed discrete subspace of X misses the bones indexed by a club.

The interplay between these last two theorems begins with the following theorem
(Theorem C of [23], used there and in [24], with its proof promised for this paper).

Theorem 5.8. [CC13] Let X be a locally compact, cwH, Type I space. If X is
either strongly cwH or locally ccc, then either:

(1) X is paracompact, or
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(2) X contains a perfect preimage of wy that is closed in X.

Proof. Suppose (1) fails. Let ¥ = (X, : @ < w;) be a canonical sequence for X.
There is a stationary set .S such that the bones indexed by S are nonempty. For
each o € S, let x,, be chosen from the ath bone of X. If we let W = {z, : « € S},
then every point of X has a neighborhood meeting W in at most a countable set.

Let J be the ideal of all countable subsets of W with compact closure in X. As
in Lemma 3.1, J is countable-covering, and J L is the ideal of all countable subsets
of W that are closed discrete in X. By CC14 applied to J, there is either (a) an
uncountable subset W’ of W such that every countable subset of W’ has compact
closure in X, or (b) a discrete subspace of W that is not only closed in X but also
of the form {z, : & € S'}, where S’ is a stationary subset of S.

Now (b) cannot happen if X is locally ccc because of Theorem 5.7. If X is not
locally ccc, and (b) holds, then every discrete family of open subsets of any Z
must be countable because X, is Lindelof. Now, the cwH property gives a disjoint
open expansion {G, : a € S’} of {z, : @ € S’}, and the Pressing-Down Lemma
implies that there is a stationary subset S” of S” and v < wy such that G, NX, # 0
for all a € S”. Hence the expansion cannot be discrete, and X cannot be strongly
cwH.

So (a) must hold. Now C = ¢/(W') is w-bounded and noncompact: clearly
{X, : @ < wi} is an open cover of C without a countable subcover; and if @ is
a countable subset of C| then @ is contained in some X, and is in the closure of
{zg: B <aand 8 € W'}, so Q has compact closure in X.

Next, list W’ in natural order as {y, : @ < w1} and, for each « € wy, let C,, =
cl({ye : € < a}) \ X,(a) where v(a) is the least ordinal 7 such that {y¢ : { < a} C
X,. Then C, is compact for all o and the natural map f: [ J{Co:a €wi} — w
is easily seen to be closed and continuous, hence perfect. The domain of f is closed
since X, (q) N {ye : £ < a} has compact closure in X for all a. O

The two possible conclusions in the preceding theorem (as well as in all results of
this section and Section 4 where we present two alternative conclusions) are easily
seen to be mutually exclusive in ZFC. It is for the sake of brevity that we write
“either ...or” rather than “exactly one of the following is true”.

The following Lemma dovetails with Theorem 5.8 by giving a natural internal
criterion for partitionability of some spaces into clopen Type I subspaces. As part
of the proof, we also give an alternative characterization of Type I spaces.

Lemma 5.9. Let X be a locally compact space. If either (a) X is locally connected
and countably tight or (b) X is perfectly normal and collectionwise Hausdorff, then
the following are equivalent.

(i) X is a topological direct sum of Type I spaces.

(ii) Every Lindeldf subset of X has Lindeldf closure.

Proof. If (i) is true, then every Lindel6f subset of X meets at most countably many
summands. In each of these summands, its overlap with the summand is contained
in a closed Lindel6f subspace. Hence (i) implies (i) .

To show the converse, we first assume (a) is true. Since X is locally connected,
it is the topological direct sum of its components. So we need only show each
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component is of Type I. Beginning with any point z, we build up a sequence of o-
compact open subspaces {U, : @ < w;} containing = such that U, C Uz whenever
a < 3. Let Up be any open neighborhood of x with compact closure. If Ug has
Lindeldf closure, and o = £ + 1, then we cover the closure of Us with countably
many open sets with compact closures, and let U, be their union. The union of
the closures is o-compact, so it (and hence U, itself) has Lindeldf closure.

If o is a countable limit ordinal and Ug has been defined for £ < a, we let U, be
the union of the earlier Us. By the obvious induction hypothesis, U, is o-compact
and hence has Lindel6f closure. The (open, Type I) space | J{U, : @ < w1} is also
closed because X is countably tight, and hence it contains the component of = in
X. But any clopen subset of a Type I space is of Type 1.

If (b) holds, we recall a definition and a theorem of Gruenhage. A space is said
to have Lindeldf number < k if every open cover has a subcover of cardinality < k.
Gruenhage has shown [12] that every locally compact, cwH, perfectly normal space
is the topological direct sum of subspaces of Lindel6f number < X;. We will thus
be done as soon as we show:

Claim. A space is of Type I if, and only if, it is locally Lindeldf, has Lindeldf
number < Ny, and has the property that every Lindeldf subset has Lindeldf closure.

Proof of Claim. Necessity is clear. To show sufficiency, we first cover X with
open subsets {G, : @ < wy } such that each G, has Lindel6f closure, using the easy
fact that each point has an open neighborhood with Lindel6f closure. Let Uy = Gg
and follow the construction of {U, : @ < w1} above, with the added requirement
that G, C Ug whenever o < 3. O

The following is immediate from 5.8 and 5.9.

Theorem 5.10 ([CC12]). Let X be locally compact, locally connected, and countably
tight. If X is either strongly cwH or locally ccc and cwH, and every Lindelof subset
of X has Lindeldf closure, then either:

(1) X is paracompact, or
(2) X has a closed subspace which is a perfect preimage of wy. O

Theorem 5.11 ([CC13]). Let X be a locally compact, perfectly normal, collection-
wise Hausdorff space. If every Lindeldf subspace of X has Lindeldf closure, then X
1S paracompact.

Proof. Since X is normal and cwH, it is strongly cwH. Since it is locally compact
and perfectly normal, it is countably tight. So it is clear from Theorems 5.8 and
5.9 that X is either paracompact or contains a perfect preimage of w;. However,
no perfectly normal space can contain a perfect preimage of wi: the set of fibers
over the limit ordinals is not a G5 because of the Pressing-Down Lemma. (]

Corollary 5.12 ([CC13)). Let X be locally compact, locally connected, and perfectly
normal. If every Lindeldf subset of X has Lindeldf closure, then X is paracompact.

Proof. Perfectly normal, locally compact, locally connected spaces are collection-
wise Hausdorff, cf. [22][Corollary 2.17], and so this is immediate from 5.11. O

Theorem 5.13 ([CCh2]). Let M be a perfectly normal manifold. Then M is either
metrizable or contains a countable subset with nonmetrizable closure.
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Proof. Manifolds are locally compact and locally connected, and it is clear from
Lemma 5.3 and Urysohn’s metrization theorem that every paracompact manifold
is metrizable. Also, from the elementary fact that separability, second countability,
and Lindelofness are all equivalent for metrizable spaces, we get the equivalence
of “every countable subset has metrizable closure” and “every separable subset
has Lindel6f closure”. Since every point in a manifold has a separable metrizable
neighborhood, the latter is in turn equivalent to “every Lindelof subset has Lindelof
closure.” O

In view of this theorem, it is hardly surprising that the main example of [32] is
separable. Another example in [32], whose construction was only outlined, was not
separable; however, it too had a separable nonmetrizable subspace, and Theorem
5.13 shows this was unavoidable for a “CH alone” example.

Theorem 5.14 ([CC13]). Let M be a collectionwise Hausdorff manifold in which
every countable subset has metrizable (equivalently, Lindelof) closure. Then either
(1) M contains a perfect preimage of wy or
(2) M is metrizable.

Proof. As for Theorem 5.13, using Theorems 5.8 and 5.10 in place of 5.12. ]

We cannot strengthen “perfect preimage of w;” to “copy of w;” in any of the
theorems in this section; the club-guessing axiom &¢ is enough to imply the exis-
tence of a hereditarily collectionwise normal 2-manifold which is a perfect preimage
of wy but contains no copy of w;[26]. This also shows that Theorem 5.1 required
something in addition to M A+ -CH + CCss.

6. CONSISTENCY PROOFS

Here at last we will prove that the statement Pso is consistent with ZFC+CH,;
since the proof is a modification of that of Abraham and Todorcevic [3], we will
include only the new ideas and refer the reader to [3] for some of the details. The
papers [9] and [6] might also prove helpful for some of the basics of totally proper
forcing.

Definition 6.1. Let P be a notion of forcing, and let NV be a countable elementary
submodel of H(\) for some large enough regular \. We say a condition g € P is
totally (N, P)—generic if whenever D is a dense open subset of P that is in N, we
can find a condition p € NN D with ¢ < p. We say that P is totally proper if, given
N as above, every p € N N P has a totally (N, P)-generic extension q.

Clearly totally proper forcings are proper, and it is not hard to see that a notion
of forcing is totally proper if and only if it is proper and forcing with it adds no new
countable sequences of elements from the ground model (so in particular, totally
proper forcings add no new reals to the ground model).

Let us begin by assuming that the Continuum Hypothesis holds and that 7 is a
P-ideal in [w]¥. Furthermore, let (A4, : @ < wy) be a generating sequence for Z,
i.e.,

L AOé g Oé’
e a<f= A, C* Ag, and
e if Ae T, then A C A, for some a.
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Our assumption that CH holds guarantees that such a sequence can be found.

Assume that for this particular P—ideal there is no stationary set S such that
[S]®oNZ =0, i.e., the second alternative of Axiom P, fails. We will define a totally
proper notion of forcing P that will adjoin a stationary set S witnessing that the
first alternative of Axiom Pss must hold, i.e., every initial segment of S is in the
ideal 7.

Definition 6.2. A function f is called a promise if
(1) dom f is a stationary subset of wy, and
(2) for each v € dom f, f(«) is a finite subset of A,.
Definition 6.3. A condition p € P consists of a pair (z,, ®,), where

(1) zp: o — 2 for some a < wq
(2) 2, '({1}) (henceforth denoted [p] or [x,]) is in 7
(3) @, is a countable set of promises.

A condition ¢ extends p (written ¢ < p) if

(4) zq 2 xp

(5) &4 29,

(6) for every f € @, the set

) Y(f,q:p) :={aedomf:[q\[p] € Aa\ f(a)}

is stationary, and f [ Y(f,q,p) € ®q.

(6.1

For p € P, the set [p] is the approximation to the stationary set we are trying
to adjoin, while ®, puts some constraints on how our approximation is allowed to
grow. The reader is invited to show that P is in fact a partially ordered set —
transitivity follows from the last clause in the definition of ¢ < p.

The next proposition will come in handy in places where we need to ensure that
a certain decreasing sequence of conditions in P has a lower bound.

Proposition 6.4. For every § < wy, p € P, and finite F', Player I has a winning
strategy in the following game:

Stage 0: Fp=F,pg=0p

Stage n + 1: Player I choose a finite F,,+1 O F,, and Player II responds by

choosing pn+1 < pn With [ps1] \ [pn] € A5 \ Fuis
After w stages, Player I wins if {p,, : n € w} has a lower bound ¢ such that
la = | [pn)-
new

Proof. We put ourselves in the role of Player I, and consider Player II to be the
opponent. Note that no matter which strategy we use, it will always be the case
that

(6.2) UJlpnl CAsUp €T,
new
and so the existence of a lower bound will hinge on the promises involved. A quick

look at the definitions involved shows us that we must ensure for all ¢ € w and
f € ®,, that

(63)  K(f,i):={¢edomf: | Jlpa]\[p:] € Ac\ f(&)} is stationary,

new
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as then

(6.4) q:i= (U pul, | @p, U T K(Fin) s f € q>pn}>

new new

will be the desired lower bound.

We fix some bookkeeping procedure that at stage n + 1 of the game will hand
us an f € ®,, for some ¢ < n, and such that every promise appearing in some ®,,
is eventually treated in this way.

At stage n + 1, we will be handed p,, and f € ®,, for some ¢ < n. Since
Y (f,pn,p;) is stationary and As C* A, for all & > 6, there is a finite F}, such that

(6.5) K(fin,i):={E€Y(fipn,pi): As \ F C A¢ \ f(€)} is stationary.

We set Fj,y1 = F, UF,.

This finishes the description of our strategy; we must verify that it ensures (6.3)
for every relevant promise f. Given i € w and f € ®,,, we choose n > 4 so that our
bookkeeping hands us f at stage n + 1. Letting [¢] denote |J,,c,,[Pn], we note that

[q] \ [p:] is equal to [g] \ [pn] U [pn] \ [pi], and therefore

(6.6) [a] \ [pi] € A5\ Fre1 U [pa] \ [pi] € As \ Fi U [pa] \ [pi]-

As a consequence, we see

(6.7) K(f,n,1) C{gedomf:[qg]\[pi] S A\ f(£)} = K(f,1),

and therefore (6.3) is established. O
Definition 6.5. If p € P and D C P is dense, we say that a < w is bad for p and

D if there is a finite set F, C A, such that for no ¢ < p do we have ¢ € D and
[q]\[p] C A\ F. We let Bad(p, D) consist of all @ < w; that are bad for p and D.

Lemma 6.6. Ifp € P and D C P is dense, then Bad(p, D) is non—stationary.

Proof. Suppose this is not the case. The function f with domain Bad(p, D) that
sends « to F, (from the previous definition) is then a promise. Let r := (z), ®, U
{f}); clearly r is an extension of p in P. Since D is dense, there is ¢ < r with
q € D. Now we know that Y'(f,q,r) is stationary, and if « € Y (f, ¢,7) then

(6.8) [d\[r] =gl \ [P] € Aa \ f(@) = Ao \ Fa,
and this contradicts the choice of F,. [l

Definition 6.7. If f is a promise, then we say o < wj is banned by f if the set
of £ € dom f with o € A¢ \ f(§) is non—stationary. The set Ban(f) consists of all
those av < wy that are banned by f.

Lemma 6.8. If f is a promise, then Ban(f) is non—stationary.
Proof. Suppose this is not the case. By our assumption on Z we know
(6.9) [Ban(f)]™ NZ #0,

so let A witness this. Because A € Z, there is some « such that A C* A,. Note
that this holds for all large § as well. Thus for each 8 > « in dom(f), we can fix a
finite Fi3 such that

(6.10) A\ Fz C Ag\ f(B).
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We can then find a single finite F' C A so that the set of § € dom(f) with A\ F' C
Ag \ f(B) is stationary. We have a contradiction now, as A\ F' is a non-empty
subset of Ban(f). O

Theorem 6.9. The forcing P is totally proper. Moreover, if S is a P-name for
U{lp] : p € Gp}, then every condition forces S to be a stationary subset of wy with
every countable subset in I.

Proof. Suppose p € P, and let N < H(\) be a countable model containing p, P,
S, and the generating sequence for Z. Let 6 = N Nw;. We first prove that there is
a totally (N, P)-generic ¢ < p with § € [g].

Our construction of ¢ uses arguments from [3], with a bit of care taken so that
we can ensure that § € [¢]. Letting {D,, : n € w} enumerate the dense subsets of P
that are elements of IV, we produce objects p,, and Fj, that satisfy
( ) bPo =D, FO = @
(2) DPn+1 < Pn
(3) Pnt1 € NN D,

(4) F, is a finite subset of §

(5) Fny1 2 Fy

(6) [Prt1] \ [pn] € A5\ Frta

(7) if f € @, for some i then there is an n for which

(6.11) {€€Y(f.pnpi): (As \ Fry1) U{0} C Ae \ f(&)} is stationary.

At stage n + 1, we will be handed F,, and p,,, as well as a promise f € ®,, for
some ¢ < n that we need to take care of.

Since p,, and p; are both in N, the promise [’ := f [ Y(f, pn,p:) is in N. Clearly
Ban(f’) € N, and since it is non-stationary (by Lemma 6.8) we know ¢ ¢ Ban(f’).
By definition, this means that
(6.12) By :={£ €Y (f,pn,pi) : 0 € Ac \ f(&)} is stationary.

Since A5 C* A¢ \ f(&) for all £ > § in dom f’, there is a finite F’ for which
(6.13) By :={£€By: As \ F' C A¢\ f(&)} is stationary.

We then set F,,1 = F,, UF’. Notice that

(6.14) B1 C{EeY(fipn,pi) : (As\ Fry1) U{6} C Ac\ ()},

and so we have satisfied condition (7).
Once we have the sequence {p, : n € w}, we define

(6.15) zg=|J =, U{(5, 1)},

and for f € ®; (for some i € w),

(6.16) K*(fi) = {§ € dom £ : [wg] \ [pi] € A\ £(O)}-
Note that our construction ensures that each KT (f,4) is stationary. Thus if we set
(6.17) =], UJ{fITKT(fin): fED,,},
new new
then ¢ := (zq, ®,) is a lower bound for {p, : n € w} in P with ¢ € [q].

To see that $ is stationary in the generic extension, let us fix a P-name C for a
closed unbounded subset of w; and let p € P be arbitrary. Choose a model N as
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above with C'in N. An elementary argument shows that any (N, P)-generic ¢ < p
will force that 6 = N Nwy is in C and so a condition ¢ < p constructed as above
will force that C N S # 0. O

We now work toward constructing a model of ZFC in which both the Continuum
Hypothesis and Py are true. The notion of forcing just described tells us how to
handle a single counterexample to Pss, and we will appeal to Shelah’s theory of
D-completeness (Chapter XVIII of [33]) to show that such forcings can be iterated
without adding new reals. We turn to this next, dealing first the the requirement
of < wi-properness.

Definition 6.10. A notion of forcing P is said to be a—proper if whenever we are
given M = (NV; : i < a) and p such that

e 1 is a continuously increasing €—chain of countable elementary submodels

of H())

o (N;:1< )€ Ngyq for B< o

e Pe Ny

e pc NgNP
there is a ¢ < p that is (N;, P)—generic for all i < a.

If P is a—proper for all @ < wy, then we say that P is < wj—proper.
Theorem 6.11. The notion of forcing P (as in Theorem 6.9) is < wi—proper.

Proof. We prove by induction on « < wy that the following statement holds:
®a Given 91 = (N, : i < a) and p € Ny N P as in Definition 6.10,
and F' a finite subset of A5, (where d, := NyNw1), thereisa g < p
that is (IV;, P)—generic for all ¢ < « that satisfies [¢]\ [p] C As,, \ F.

The cases where « is 0 or a successor ordinal are handled by the proof of The-
orem 6.9, so we consider the case where « is a limit ordinal. Assume we have N,
p, and J, as in ®,. Let (@, : n € w) be strictly increasing and cofinal in «, and
define d,, = N,o, Nw;i. We define a strategy for Player II in the game from Proposi-
tion 6.4 (with N, in the place of N) so that together the two players will produce
the desired q.

The strategy is simple — at stage n+ 1, Player II chooses if possible a p,+1 < py,
satisfying

(1) Pnt1 € Na, 41
(2) [pn-i-l] \ [pn] C Aéa N Fn+1
(3) pn1 is (N, P)—generic for all i < «,

What we need to show is that Player II’s strategy never bogs down. Player II
can start by setting pp = p, so assume that the strategy has successfully produced
(pi : i < n) for some n > 0. Note that p, € N,,_,+1 and p,11 is (N;, P)-generic
for all i < ayy—_1.

Player I will respond with his choice of Fj, 1. There is a finite set F' such that
ansr VF S As, \ Frgr, and clearly the set As,  \ F'is an element of Na,, ., 41.
Let 3 be the order-type of ay41 \ ap + 1. Inside the model N, ., 41 we apply
our induction hypothesis ®g to the objects (N; : o, + 1 < i < ay41), pPpn, and
A‘San“ \ F. This gives us the required p,4+1 and Player II can continue the game.

Now if Player I uses his winning strategy, the lower bound ¢ will witness that

®« holds. (]

As
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There are two more ingredients needed in order for us to produce a model of
CH+Ps»5. Both of these happen to be very technical conditions that require several
pages to define properly, and since the proofs that our notion of forcing satisfies
these conditions are routine modifications of the corresponding arguments from [3],
at the urging of the referee we will be content with simply stating the results.

Theorem 6.12. Let P be the notion of forcing from Theorem 6.9.
(1) P is D-complete for a simple R (even Ry ) completeness system. (page 227

of [33])
(2) P satisfies the No-p.i.c. (page 409 of [33])
Proof. See Lemma 3.5 and Lemma 3.6 of [3]. O

We now return to the construction of a model of ZFC in which both CH and Psg
are true. We have indicated that the model is the result of forcing with a countable
support iteration P = (P,, Qn:a< w1) where at each stage we kill off a potential
counterexample to Pss using the notion of forcing outlined earlier.

Our work together with Theorem V.7.1 of [33] implies that the limit of our
iteration, P,,, is a totally proper notion of forcing with the Na-chain condition,
so that the Continuum Hypothesis remains true in V[G,,]. This implies that any
counterexample to Pay in V[G,,] is actually Ny—generated. Standard bookkeeping
arguments allow us to make sure that any such potential counterexample is killed
off at some earlier stage of our iteration. Note also that once a counterexample
has been killed, it is not resurrected at later stages of our iteration because totally
proper forcing preserves stationary sets and adds no new countable sets to the
ground model. Thus we may conclude that in V[G,,], both CH and P3 holds.

It is straightforward to modify the partial order P to obtain stronger results.
For example, we can prove the consistency with CH of the statement that for every
P-ideal Z in [w;]Y° and every stationary S C wi, S has a stationary subset S’ such
that either [S/]N0 C Z or [S" | NZT = 0.
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