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- Introduction -

The topic course is mostly based the textbook “The
probabilistic Method” by Noga Alon and Joel Spencer (third
edition 2008, John Wiley & Sons, Inc. ISBN 9780470170205
or fourth edition ISBN-13: 978-1119061953.)
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Selected topics

Linearity of Expectation (2 weeks)
Alterations (1 week)

The second moment method (1 week)
The Local Lemma (1-2 weeks)
Correlation Inequalities (1 week)
_arge deviations (1-2 weeks)

Poisson Paradigm (1 week)

Random graphs (2 weeks)
Discrepancy (1 week)

Entropy (1 week)
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- Subtopics

Linearity of Expectation (2)
Disjoint pairs

k-sets

Balancing vectors
Unbalancing lights
Brégman's Theorem
Hamliton paths
Independence number
Turan Theorem
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- Disjoint pairs -

m FcC 2
m Jd(F)=|{(F,F): F,FI'e F,FNF =0}
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- Disjoint pairs

m FcC 2
m Jd(F)=|{(F,F): F,FI'e F,FNF =0}

Daykin and Erdds conjectured if |F| = 2(1/279)" then
d(F) = o(|F[).
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- Disjoint pairs -

m FcC 2
m Jd(F)=|{(F,F): F,FI'e F,FNF =0}

Daykin and Erdds conjectured if |F| = 2(1/279)" then
d(F) = o(|F[).

Theorem [Alon-Frankl, 1985]: If | F| = 2(1/2+9)" then

d(F) < |F|>072.
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- Proof

Let m = 2(1/2+0n  Suppose d(F) < m>9°/2.
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- Proof '

Let m = 2(1/2+0n  Suppose d(F) < m>9°/2.

Pick independently t members A;, Ay, ..., A; of F with
repetitions at random.
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- Proof '

Let m = 2(1/2+0n  Suppose d(F) < m>9°/2.

Pick independently t members A;, Ay, ..., A; of F with
repetitions at random.

n
Pr(| Uf_y 4] < )

< ) Pr(A_ (4 C9))

SI=3

2n/2 t
2 <2(1/2—|—5)n>

271(1—5?5).
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- continue

Let v(B) = [{A € F: BNA=0}. Then

ZU(B) = 2d(F) > 2m> /2,

B
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- continue -

Let v(B) = [{A € F: BNA=0}. Then

ZU(B) = 2d(F) > 2m> /2,

Let Y be a random variable whose value is the number of
members B € F that is disjoint to all A; 1 <1 <.
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- continue -

Let v(B) = [{A € F: BNA=0}. Then

Y v(B) = 2d(F) > 2m* /2.

Let Y be a random variable whose value is the number of
members B € F that is disjoint to all A; 1 <7 <t. Then
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- continue

Since Y < m, we get

PT(Y Z ml—t52/2) Z m—t52/2‘
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- continue

Since Y < m, we get

PT(Y Z ml—t52/2) Z m—t52/2‘

Choose t = [1 + +]. We have m~1"/2 > 2n(1-01)

&%)
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- continue

Since Y < m, we get

PT(Y Z ml—t52/2) Z m—t52/2‘

Choose ¢t = [1+ 5]. We have m 107/ > gn(1-6t),

Thus, with positive probability, | Ui_; A;| > % and U;_, A; is
disjoint to more than 2/2 members of F. Contradiction.
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- Linearity of expectation -

Let X4, Xo,...,X,, be random variables and
X = Z?:l CZXZ Then

n

B(X) =) oE(X)).

1=1
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- Linearity of expectation -

Let X4, Xo,...,X,, be random variables and
X = Z?:l CZXZ Then

n

B(X) =) oE(X)).

1=1

Philosophy: There is a point in the probability space for
which X > E(X) and a point for X < E(X).
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- Splitting Graphs -

Theorem: Let G = (V, E) be a graph with n vertices and
m edges. Then G contains a bipartite subgraph with at least
m /2 edges.
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- Splitting Graphs -

Theorem: Let G = (V, E) be a graph with n vertices and

m edges. Then G contains a bipartite subgraph with at least
m /2 edges.

Proof: Consider a random partition L U R of V' as follows.
For each vertex v, put v into L or R with equal probability.
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- Splitting Graphs -

Theorem: Let G = (V, E) be a graph with n vertices and

m edges. Then G contains a bipartite subgraph with at least
m /2 edges.

Proof: Consider a random partition L U R of V' as follows.
For each vertex v, put v into L or R with equal probability.

Let X be the number of crossing edges (from L to R). Let
X,v be the indicator variable of the edge uv is crossing.
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- Splitting Graphs -

Theorem: Let G = (V, E) be a graph with n vertices and

m edges. Then G contains a bipartite subgraph with at least
m /2 edges.

Proof: Consider a random partition L U R of V' as follows.
For each vertex v, put v into L or R with equal probability.

Let X be the number of crossing edges (from L to R). Let
X,v be the indicator variable of the edge uv is crossing.
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- k-sets -

m V=VulWU-.--UYV,: a partition of equal parts, where
Vil == Vil =n.

Topic Course on Probabilistic Methods (week 2) Linyuan Lu, University of South Carolina — 11 / 33



- k-sets -

m V=VulWU-.--UYV,: a partition of equal parts, where
Vil == Vil =n.

m L VP {-1,1}
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k-sets -

V=ViuUuVWU---UV,.: a partition of equal parts, where
Vil=- = [Vl =n

h: VE— {-1,1}.
For S C V, let h(S) =) pgh(F).
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k-sets -

m V=VulWU-.--UYV,: a partition of equal parts, where
Vil == Vil =n.

m L VP {-1,1}
m For SCV, let h(S) =) p.gh(F).

m A k-set F'is crossing if it contains precisely one point
form each V.
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k-sets -

m V=VulWU-.--UYV,: a partition of equal parts, where
Vil == Vil =n.

m L VP {-1,1}
m For SCV, let h(S) =) p.gh(F).

m A k-set F'is crossing if it contains precisely one point
form each V.

Theorem: Suppose h(F') = 41 for all crossing k-sets F'.
Then there is an S C V for which

h(S)| > cpn”.

Here ¢, > 0.
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- A Lemma '

Lemma: Let P, be the set of all homogeneous polynomials
f(p1,...,pr) of degree k with all coefficients have absolute

value at most one and p1ps - - - pr. having coefficient one.
Then for all f € Py there exists p1,...,pr € |0, 1] with

(D1, 08)] > ck.

Here c;. > 0, independent of n.

Topic Course on Probabilistic Methods (week 2) Linyuan Lu, University of South Carolina — 12 / 33



- A Lemma '

Lemma: Let P, be the set of all homogeneous polynomials
f(p1,...,pr) of degree k with all coefficients have absolute
value at most one and p1ps - - - pr. having coefficient one.
Then for all f € Py there exists p1,...,pr € |0, 1] with

(D1, 08)] > ck.

Here c;. > 0, independent of n.

Proof: Let M(f) =max,, ., |f(p1,...,pr)|- Note Py is
compact and M is continuous. M reaches its minimum

value ¢, at some point f;. We have

Cr = M(f()) > (.
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- Proof of theorem

Let S be a random set of V' by setting

Pr(xr € S)=p;, z€V,.
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- Proof of theorem

Let S be a random set of V' by setting
Pr(x € S)=p;, x€V,.

Let

P h(F) if FCS,
E7 0 otherwise.
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- Proof of theorem

Let S be a random set of V' by setting
Pr(x € S)=p;, x€V,.

Let

P h(F) if FCS,
E7 0 otherwise.

Say F has type (a1,...,a;) if |[FNV]|=a;, 1 <1i<Ek.
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- Proof of theorem

Let S be a random set of V' by setting
Pr(xr € S)=p;, z€V,.
Let

P h(F) if FCS,
E7 0 otherwise.

Say I has type (a1,...,a;) if |[FNV|=a;, 1 <i<k. For

these F',
E(Xrp) =h(F)pl* - py.
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continue

Z Py’ > h(F).

> 1aZ F of type (a1,...,ax)
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- continue

Y a= F of type (a1,...,az)
et f(pl, e ,pk) = %E(X) Then f € P.
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- continue

S a= F of type (a1,...,az)
et f(pl, e ,pk) = %E(X) Then f € P.

Now select py,...,pr € |0,1] with |f(p1,...,pr)| > ¢
Then E(|X]) > |E(X)| > ¢nF.
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- continue

r of type (a1,...,ax)

z 1aZ

et f(pl, e ,pk) = %E(X) Then f € P.

Now select py,...,pr € |0,1] with |f(p1,...,pr)| > ¢
Then E(|X]) > |E(X)| > ¢nF.

There exists a S such that |h(S)| > cin”.
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- Balancing vectors '

Theorem: Let vq,...,v, are n unit vector in R". Then
there exist €1,...,¢, = =1 so that

Helvl i EnvnH S \/ﬁa

and also there exist €1,...,¢, = £1 so that

|ervr 4+« - - + €up|| > V.
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- Proof '

Let €1,...,¢€, be selected uniformly and independently from
{—|—1, —1} Let X = H61U1 + o envnH2.
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Proof

Let €1,...,¢€, be selected uniformly and independently from
{—|—1, —1} Let X = H€1?}1 + - T envnH2.

E(Z EZ'GjUZ' . Uj)

B(X)

1,7=1

Z E(EZ'EJ')UZ' . ?)j

1,7=1

n
05 V; = V;

1,)=1

n
> wil?=n
i=1
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- An extension -

Theorem: Let vq,...,v, € R", all ||v;]| < 1. Let

p1, P2, ..., Pn € |0, 1] be arbitrary and set

W = p1vy + povs + - - - + ppvu,. Then there exist
€1,...,6, € {0,1} so that setting v = €1v1 + - - - + €,v,,

/7

jw — vl < 5
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- An extension -

Theorem: Let vq,...,v, € R", all ||v;]| < 1. Let

p1, P2, ..., Pn € |0, 1] be arbitrary and set

W = p1vy + povs + - - - + ppvu,. Then there exist
€1,...,6, € {0,1} so that setting v = €1v1 + - - - + €,v,,

/7

jw — vl < 5

Hint: Pick ¢; independently with
Pr(e;=1)=p;, Pr(e,=0)=1—p;.

The proof is similar.
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- Unbalancing lights '

Theorem: Let a;; = &1 for 1 <, < n. Then there exist
z;,y; = =1, 1 <1i,7 < n so that

- 2
E Qi L5Y > — + 0(1) n3/2.
s
2,)=1
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- Unbalancing lights '

Theorem: Let a;; = &1 for 1 <, < n. Then there exist
z;,y; = =1, 1 <1i,7 < n so that

n

2
E Qi L5Y > — + 0(1) n3/2.
7
ij=1

Proof: Choose y; = 1 or —1 randomly and independently.
Let Rz = Z?:l AiY;- Let X; be the sign of Rz Then

n n
Z Qi LiY; — Z ’RZ’
1,7=1 1=1
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- continue -

Each R; has the distribution S,, = Z?:l X;, where X;'s are
independent uniform {—1,1} random variables.
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- continue '

Each R; has the distribution S,, = Z?:l X;, where X;'s are
independent uniform {—1,1} random variables. We have

B(S:) = n2'™" (@D
2

= = +o(1) | nt2
7TJro() n
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- continue '

Each R; has the distribution S,, = Z?:l X;, where X;'s are
independent uniform {—1,1} random variables. We have

B(S:) = n2'™" (@D

_ ( %+ 0(1)> nl/2
ZE(\RZD = (\/z—l— 0(1)) n3/?.

Hence,

Methods (week 2) Linyuan Lu, University of South Carolina — 19 / 33



- Brégman's Theorem -

m A= (a;): an n x n matrix with all a;; € {0,1}.
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- Brégman's Theorem -

m A= (a;): an n x n matrix with all a;; € {0,1}.

m 5 the set of permutations o € 5,,, with a; ;) = 1 for all
2.
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- Brégman's Theorem -

m A= (a;): an n x n matrix with all a;; € {0,1}.

m 5 the set of permutations o € 5,,, with a; ;) = 1 for all
2.

m per(A) =|S5|: the permanent of A.
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Brégman's Theorem -

m A= (a;): an n x n matrix with all a;; € {0,1}.

m 5 the set of permutations o € 5,,, with a; ;) = 1 for all
2.

m per(A) =|S5|: the permanent of A.

m ;. the :-th row sum.
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Brégman's Theorem -

m A= (a;): an n x n matrix with all a;; € {0,1}.

m S the set of permutations o € 5, with a; ,;) = 1 for all
7.

m per(A) =|S5|: the permanent of A.

m ;. the :-th row sum.

Brégman’s Theorem (1973): per(A) < [, .;.,(r:)"/".
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- Proof [Schrijver 1978] -

Pick ¢ € 5,, and 7 € §,, independently and uniformly.
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- Proof [Schrijver 1978] -

Pick ¢ € 5,, and 7 € §,, independently and uniformly.

m Let AW := A: and AY is the submatrix obtained by
deleting row 7(z — 1) and column o(7(z — 1)) for
2 <1 <n.
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- Proof [Schrijver 1978] -

Pick ¢ € 5,, and 7 € §,, independently and uniformly.

Let AW := A: and AW is the submatrix obtained by
deleting row 7(z — 1) and column o(7(z — 1)) for
2 <1 <n.

R, ;): the 7(i)'s row sum of Al
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- Proof [Schrijver 1978] -

Pick ¢ € 5,, and 7 € §,, independently and uniformly.

m Let AW := A: and AY is the submatrix obtained by
deleting row 7(z — 1) and column o(7(z — 1)) for
2 <1 <n.

m R, the 7(i)'s row sum of AU,
m L=1L(o,7)=[[_, R
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- Proof [Schrijver 1978] -

Pick ¢ € 5,, and 7 € §,, independently and uniformly.

Let AW := A: and AW is the submatrix obtained by
deleting row 7(z — 1) and column o(7(z — 1)) for
2 <1 <n.

R, ;): the 7(i)'s row sum of Al
L= L(o,7) := [Tizs Brgi)-
G(L) e — @E(IHL) — 62?:1 E(IHRT(i)).
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- Proof [Schrijver 1978] -

Pick ¢ € 5,, and 7 € §,, independently and uniformly.

m Let AW := A: and AY is the submatrix obtained by
deleting row 7(z — 1) and column o(7(z — 1)) for
2 <1 <n.

m R, the 7(i)'s row sum of AU,
m L=1L(o,7)=[[_, R

u G(L) P eE(lnL) _ 62?21 E(lnRT(i)).

Claim: per(A)) < G(L).

ourse on Probabilistic Methods (week 2) Linyuan Lu, University of South Carolina — 21 / 33



continue

For any fixed 7. Assume 7(1) = 1. By re-ordering, assume
the first row has ones in the first r := ry columns. For
1 <j <rlett; be the permanent of A with the first row

and j-th column removed (i.e., o(1) = j). Let

Cti4 -+t per(A)
N r oy

t

Linyuan Lu, University of South Carolina — 22 / 33
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continue

For any fixed 7. Assume 7(1) = 1. By re-ordering, assume
the first row has ones in the first » := r{ columns. For
1 <j <rlett; be the permanent of A with the first row

and j-th column removed (i.e., o(1) = j). Let

L+ + 1t PeT(A)
r ro

t —

By induction,

G(Ry---Rylo(1) =j) > t;.

>Hrt )ta/per(4 H )la/T,
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- continue

1

Since (Hr ttj)F > t*, we have

Jj=1"7

G(L) > Tthj/rt > r(tYY = rt = per(A).

7=1
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- continue

1

Since (Hr ttj)F > t*, we have

Jj=1"7

G(L) > Tthj/rt > r(tYY = rt = per(A).

j=1

Now we calculate GG|L| conditional on a fixed o. By

reordering, assume o(i) = ¢ for all 7. Note

G(R;) = (r;)Y".
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- continue

Since (H§:1 t;j) > t!, we have

G(L) > Tthj/rt > r(tYY = rt = per(A).
j=1
Now we calculate GG|L| conditional on a fixed o. By

reordering, assume o(i) = ¢ for all 7. Note

n

G(R) = G(H Ry) = | [(rit)/".

1=1
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- Hamilton paths -

Theorem: There is a tournament 1" with n players and at
least n!2- (=1 Hamiltonian paths.
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- Hamilton paths -

Theorem: There is a tournament 1" with n players and at
least n!2- (=1 Hamiltonian paths.

Proof: Let X be the number of Hamiltonian paths in a
random tournament. Write X = ZOESn X,. Here X, is the
indicator random variable for o giving a Hamilton path.

E(X,) =201,
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- Hamilton paths -

Theorem: There is a tournament 1" with n players and at
least n!2- (=1 Hamiltonian paths.

Proof: Let X be the number of Hamiltonian paths in a

random tournament. Write X = ZOESn X,. Here X, is the

indicator random variable for o giving a Hamilton path.
E(X,) =201,

We have
E(X)= ) E(X,)=nl2""

oesS,,
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- Related problem -

Let P(n) be the maximum possible number of Hamiltonian
paths in a tournament on n vertices.
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- Related problem

Let P(n) be the maximum possible number of Hamiltonian
paths in a tournament on n vertices.

Szele [1943] proved

L_ . (P Vo
5 o nl—glo n! o W.
_ . P(n) 1/n |
He conjecture that lim,,_, (T) = 3.

Linyuan Lu, University of South Carolina — 25 / 33
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- Related problem -

Let P(n) be the maximum possible number of Hamiltonian
paths in a tournament on n vertices.

Szele [1943] proved

L_ . (P 1/”< 1
5 o nl—glo n! o W.

M)V”:l

He conjecture that lim,,_, ( m 5-

This conjecture was proved by Alon in 1990.
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Topic

- Related problem

Let P(n) be the maximum possible number of Hamiltonian

paths in a tournament on n vertices.
Szele [1943] proved

L_ . (P Vo
5 nl—{go n! o W.
_ . P(n) 1/n |
He conjecture that lim,,_, (T) = 3.

This conjecture was proved by Alon in 1990.

Theorem [Alon, 1990]: P(n) < cn®/?. 2.

Cours

rse on Probabilistic Methods (week 2) Linyuan Lu,
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- Alon’s proof '

m C(T): the number of directed Hamiltonian cycles of T
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- Alon’s proof '

m C(T): the number of directed Hamiltonian cycles of T

m F(T): the number of spanning graph (of T'), whose
indegree and outdegree are both 1 at each vertex.
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- Alon’s proof '

m C(T): the number of directed Hamiltonian cycles of T

m F(T): the number of spanning graph (of T'), whose
indegree and outdegree are both 1 at each vertex.

m Ar = (a;;): the adjacency matrix of T', where a;; =1 if
© — 7 and O otherwise.
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- Alon’s proof '

m C(T): the number of directed Hamiltonian cycles of T

m F(T): the number of spanning graph (of T'), whose
indegree and outdegree are both 1 at each vertex.

m Ar = (a;;): the adjacency matrix of T', where a;; =1 if
© — 7 and O otherwise.

F(T) = per(Ar) < H(m!)l/m.

n n

Here 7; is i-th row sum of Ap; > " ri = (2)

Topic Course on Probabilistic Methods (week 2) Linyuan Lu, University of South Carolina — 26 / 33



- A convex inequality '

Lemma: For every two integers a, b satisfying
b>a+2>a>1, we have

(a) ()" < ((a + HVD((b - 1))V,
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- A convex inequality

Lemma: For every two integers a, b satisfying
b>a+2>a>1, we have

(a) ()" < ((a + HVD((b - 1))V,

Proof: Let f(x) = ((xﬁ)!!))ll//il —. We need to show

f(a) < f(b—1). It suffices to show f(z — 1) < f(x).

((z — DNYED (2 4 DHVEFD) < (g)2/7,
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- A convex inequality

Lemma: For every two integers a, b satisfying
b>a+2>a>1, we have

(a) ()" < ((a + HVD((b - 1))V,

Proof: Let f(x) = ((xﬁ)!!))ll//il —. We need to show

f(a) < f(b—1). It suffices to show f(z — 1) < f(x).

((z — DNYED (2 4 DHVEFD) < (g)2/7,

Simplifying it, we get (‘”I”—,)2 > (1 + i)x(x_l) .
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- A convex inequality '

Lemma: For every two integers a, b satisfying
b>a+2>a>1, we have

(a) ()" < ((a + HVD((b - 1))V,

Proof: Let f(x) = ((xﬁ)!!))ll//il —. We need to show

f(a) < f(b—1). It suffices to show f(z — 1) < f(x).

((z — DNYED (2 4 DHVEFD) < (g)2/7,

Simplifying it, we get (%; ) (1+2) wle=l)

It can be proved using z! > () for & > 2.
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- Proof of theorem -

Observe that J]7, (r;!)!/" achieves the maximum when all
r;'s are almost equal. We get

VT 3/2(”‘1) |

F(T) < (14 0(1) om0
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- Proof of theorem -

Observe that J]7, (r;!)!/" achieves the maximum when all
r;'s are almost equal. We get

VT 3/2(”‘ 1)!
Vae 2n

Construct a new tournament 1" for 1" by adding a new vertex
v, where the edges from v to 1" are oriented randomly and
independently. Every Hamiltonian path in 7" can be extended
to a Hamiltonian cycle in T” with probability i. We have

F(T) < (1+40(1)) ==

P(T) < iC(T’) — 0 <n3/22:!1> |
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- Independence number '

a(G): the maximal size of an independent set of a graph G.
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- Independence number '

a(G): the maximal size of an independent set of a graph G.

Theorem [Caro (1979), Wei(1981)] a(G) > > oy 757
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- Independence number '

a(G): the maximal size of an independent set of a graph G.
Theorem [Caro (1979), Wei(1981)] a(G) > > oy 757

Proof: Pick a random permutation o on V. Define
I[={veV:ivwe E= o) <o(w)}.

Then I is an independent set.
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- Independence number '

a(G): the maximal size of an independent set of a graph G.
Theorem [Caro (1979), Wei(1981)] a(G) > > oy 757
Proof: Pick a random permutation ¢ on V. Define

I[={veV:ivwe E= o) <o(w)}.

Then I is an independent set.
Let X, be the indicator random variable for v € 1.

u, University of South Carolina — 29 / 33



- Turan Theorem '

Turdn number ¢(n, H): the maximum integer m such that
there Is a graph on n vertices containing no subgraph H.
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- Turan Theorem '

Turdn number ¢(n, H): the maximum integer m such that
there Is a graph on n vertices containing no subgraph H.

Turan Theorem: For n =km +r (0 <r < k),

t(n, Kpy1) = m? (;) +rm(k —1) + (;)

The equality holds if and only if G is the complete k-partite
graph with equitable partitions, denoted by G, 1.
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- Dual version -

Forany k < n, let g,r satistyn =kqg+1r, 0 <r < k. Let
ezr(qgl) +(m—7“)(g).
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- Dual version -

Forany k < n, let g,r satistyn =kqg+1r, 0 <r < k. Let
o T(qgl) +(m —1) (g)

Dual version of Turan Theorem: If G has n vertices and
e edges. Then a(G) > k and the equality holds if and only if
G =G
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Dual version

Forany k < n, let g,r satistyn =kqg+1r, 0 <r < k. Let
o T(qgl) +(m —1) (g)

Dual version of Turan Theorem: If G has n vertices and
e edges. Then a(G) > k and the equality holds if and only if

G =G
Proof: By Caro-Wei's theorem, a(G) > > dvl+1'
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- Dual version '

Forany k < n, let g,r satistyn =kqg+1r, 0 <r < k. Let
o T(q_gl) +(m —1) (g)

Dual version of Turan Theorem: If G has n vertices and
e edges. Then a(G) > k and the equality holds if and only if

G = G
Proof: By Caro-Wei's theorem, a(G) >, dvl+1’

The minimum of >
together as possible.

vd+1
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- Dual version -

Forany k < n, let g,r satistyn =kqg+1r, 0 <r < k. Let
41

e = T(q2 ) + (m — T)(g)

Dual version of Turan Theorem: If G has n vertices and

e edges. Then a(G) > k and the equality holds if and only if
G =G

Proof: By Caro-Wei's theorem a(G) >3, 7
The minimum of > d—+1 Is reached as the d, as close
together as possible. Since each cligue contributes one, we

have 1

Zdv+12k'
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- Dual version -

Forany k < n, let g,r satistyn =kqg+1r, 0 <r < k. Let
o T(q_gl) +(m —1) (g)

Dual version of Turan Theorem: If G has n vertices and
e edges. Then a(G) > k and the equality holds if and only if
G =G

Proof: By Caro-Wei's theorem a(G) >3, 7
The minimum of > d—+1 Is reached as the d, as close
together as possible. Since each cligue contributes one, we

have 1

Zvarle.

When the equality holdsv I is a constant. (G can not contain
an induced P,. Therefore G = Gnk
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m Mantel (1907): {(n, K3) = |

n
2

History

I

n
2

1.
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r History

m Mantel (1907): t(n, K3) = |5]|5].

2
m Turdn (1941):
t(n, Ki) = [E(Gni-1)| = (1 — 575
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History b

m Mantel (1907): t(n, K3) = |5]|5].

m Turdn (1941):
t(n, Ki) = |E(Gui-1)] = (1 — 777 +0(1))(3).

m Erdos-Simonovits-Stone (1966) If x(H) > 2, then
t(n,H) = (1 — X(I;)—l -o(1))(5)-
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History b

m Mantel (1907): t(n, K3) = |5]|5].

m Turdn (1941):
t(n, Ki) = |E(Gui-1)] = (1 — 777 +0(1))(3).

m Erdos-Simonovits-Stone (1966) If x(H) > 2, then
t(n, H) = (1 - X(I;)—l -o(1))(5).

m  Kovari-Sés-Turdn (1954): For 2 < r < s,
t(n, K, ) < cst/™n?=Y" 4 O(n).
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History b

m Mantel (1907): t(n, K3) = |5]|5].

m Turdn (1941):
t(n, Ki) = |E(Gui-1)] = (1 — 777 +0(1))(3).

m Erdos-Simonovits-Stone (1966) If x(H) > 2, then
t(n, H) = (1 - X(I;)—l -o(1))(5).

m  Kovari-Sés-Turan (1954): For 2 <r < s,
t(n, K, ) < cst/™n?=Y" 4 O(n).

m Erdos-Bondy-Simonovits (1963,1974):
t(n, Cop) < ckn!t/F,
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- Open conjectures -

2—1/r

m Conjecture: for r > 4, t(n, K,,) > cn
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- Open conjectures -

m Conjecture: for r > 4, t(n, K,,) > cn®> 1",

m Conjecture ($100): If H is a bipartite graph such that
every induced subgraph has a vertex of degree < r, then

t(n, H) = O(n> /).

ic Course on Probabilistic Methods (week 2) Linyuan Lu, University of South Carolina — 33 / 33




- Open conjectures -

m Conjecture: for r > 4, t(n, K,,) > cn®> 1",

m Conjecture ($100): If H is a bipartite graph such that
every induced subgraph has a vertex of degree < r, then

t(n, H) = O(n*>=1/").
m Conjecture: t(n,Cy;) > cn't/* for k =4 and k > 6.
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Open conjectures -

Conjecture: for r > 4, t(n, K,.,) > en®>7 /"

Conjecture ($100): If H is a bipartite graph such that
every induced subgraph has a vertex of degree < r, then

t(n, H) = O(n*>=1/").
Conjecture: t(n,Cy;) > cn'*V/* for k =4 and k > 6.

Conjecture ($250 for proof and $100 for disproof:)

Suppose H is a bipartite graph. Prove or disprove that
t(n, H) = O(n%?) if and only if H does not contain a
subgraph each vertex of which has degree > 2.
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