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The talk consists or

e The set-up

e The questions

e The people involved

e The motivation

e The answer to Question 1 is yes: precise statement and proof.
e The answer to Question 2 is yes: precise statement and proof.

e Extensions

e Other interpretations




The set up.

Let k be a field,

B = k[x,y| be a polynomial ring in two variables ovier

c andd be positive integers witd = 2c,

B. be the vector space of homogeneous forms of degned,

Hg be the affine space of:32 matrices with entries frorB;, (SoHy is an
affine space of dimensiorcg-6.) and

BalHg = {M € Hy | ht(I2(M))
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Let Ay be the affine spadgy x Bq x By, (Each elemeng of Aj is a
3-tupleg = (91,02,93), with g; € Bq. S0,Aq is an affine space of
dimension 8 +3 = 6¢+ 3.), and

@ : Hy — Aq be the morphism

Py Py
Ps Ps
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Notice that:if M is in BalHy, thenM is the Hilbert-Burch matrix for
P (M),

0 — B(—3c) & B(—3c) M» B(—2¢)® CD(—MZ B— B/I2(M) =0

IS a free resolution dB/I>(M) andM is aBalanced Hilbert Burch Matrix
In the sense that the degrees of the columns of M are as clggesaible
— namely, the column degrees are equal.

Summary:lf gis in ®(BalHy), then thedeal generated bg has height
two and the Hilbert-Burch matrix for the row vectgis Balanced.




The Questioni

Question 1 Can one separatg(BalHg) from its complement
Ag\ ®(BalHy), in a polynomial mannerThat is, do there exist
polynomials{F} in 6¢c-+ 3 variables such thatd is in Ay, then

gc< Ag\ P(BalHy) < F(the coefficients off) = 0O for all i?

Question 2Does the morphisr® : BalHy — ®(BalHgy) admit alocal
sectior? That is, does there exist an open coiidy} of ®(BalHy) such
that, for each index there exists a morphism; : U; — Ag with the
composition

oy ()
U; L. BalHg Ag

equal to the identity map dd; for all |.




The people involveﬂ

e The original work on the Generic Hilbert-Burch matrix is paf the
project withDavid Cox, Claudia Polini, and Bernd Ulricifoday’s talk is
part of section 5 of “A study of singularities on rational ¢es via

syzygies”, which we recently posted on the arXiv.

e \ery recently, | askedrett Barwickto explore various questions about
Generic Hilbert-Burch matrices. The “extensions” partldad talk is
Brett's work.




The Motivation:'

David, Claudia, Bernd, and | are in the business of studyimgugarities
on rational plane curves. We fix a parameterizagdar the curve and we
use information obtained from the Hilbert-Burch matrix épto describe
the singularities of the curve.

We have results that say “When theefficients of the Hilbert-Burch

matrix satisfy all of these polynomials; but not all of those polgmals,
then the singularities xxx.”

Thecoefficients of the parameterizatiane more natural as data than the
coefficients of the Hilbert-Burch matrix

The Generic Hilbert-Burch matrix allows us to express osults in
terms of the more natural dattae coefficients of the parameterization




The Answer to both questions‘iESI

The precise answer to Questionlfig = (g1,02,93) is in Ag with

gj = 200y + 21 Ay T 4z 7Y

then
gc Ag\P(BalHy) <~ detW =0,

whereW is




W is the & x 3c matrix;

.3

Each block of columns hascolumns for a total oBc columns There are
(d+1)+(c—1)=d+c=3crows




Proof of the answer to Question I

Here is the significance &V. If qis a 3x 1 matrix with entries fronB;_;
andb is the column vector of coefficients qf then

[91 g2 gg}q:O <~ Wb=0

because[gl g2 93} q

:91 02 93}

:yd+c—l - .xd+C—_1} Wb,




gc Ag\P(BalHy) <= * there exists a non-zerox31 matrixq

of forms of degree — 1

from B with [gl g g3} q=20
there exists a non-zera@ 3 1 matrixb
of constants wittWb =0

detW = 0.

<= * THIS is the critical step.




The precise answer to Question 2.

o If gisin ®(BalHy), then deW £ 0 andzg ; # O for somej € {1,2, 3}.

(Otherwise, the idedlg:, 92, 03) is contained in the idedk) and hence
has the wrong height.)

e \We exhibitoq, a section ofb on the open subset
U1 = {g € ®(BalHg) | 201 # 0}.

(The other two members of the open covedgBalHy) and the other two
o are defined similarly.)




Consider thé3c+ 1) x (3c+ 3) matrix A:

20,1 0 20,2
211 0,1 212

21 w1 o 0 %2

Z4-11  Zd-21 - Z4-12
Z4.1 Z4.2

Each block of columns has+ 1 columns for a total o8¢+ 3 columns
There ar§d+1) 4 (¢) = 3c+ 1 rows.




Here is the significance &. If q € Matsz(B;) andb is the column vector
of coefficients ofg, then

[91 G2 gs}qzo < Ab=0.

To describe a Hilbert-Burch matrix f@; we need only to produce two
linearly independent relatiorgge Mats(B.).* We carefully choose two
Eagon-Northcott relations ol

*THIS Is the critical observation.




Cross out columm+ 2 of A. (This is the FIRST column of the SECOND
block of columns.The maximal minors of the resulting
(3c+1) x (3c+ 2) matrix become the relation

I #YC 4 kxyC - 4 xxC
q2: ch_l_*xyc_l_l_..._l_*xc
_—Ay°—|—>l<xy°_1—|—m—|—>kxc_

on (g1, 02, 93], whereA is the determinant oA with columnsc+ 2 and

2c+ 3 removed. Cross out columm 2 3 of A. This is the FIRST column
of the THIRD block of columns.The resulting relation is

€YC 4 xyC L 4 xxC
(—1)CH LAY 4 xxy® L4 4 xxE
Oy +axye L4 o 5xC

We haveA = 75 1 detW # 0. We see thal; andgs are+ 0 and lin. indept.




The precise answer to Question '

Recall the open subse = {g € ®(BalHy) | z0.1 # 0} of ®(BalHy).

Theorem. If 01 :U; — Hy Is defined by

1

0'1(9) — [Zojl(det\N)2q2 qs| ,

then® o g4 Iis the identity map olJ;.




Extensions'

e Question.What happens when one considers
CD Matn_{_ljn(Bc) — Mat1,n+1(BnC)
Instead of
b : Mat3’2<BC) — Mat]_jg(BzC)?

Answer. (Brett Barwick) One gets “the same” answer.

e Question.What happens whethis odd? Sayl = 2c+ 1. Can one find a
local section of the map

y

M = (m,j) € Matz 2 7 > — Im C Matljg(BZCle)?
ht(12(M)) =2




e Question 2, repeate&upposal = 2c+ 1. Can one find a local section
of the map

y

m,l S BC1
M = (m,j) € Matz 2 m 2 € Beya, > — Im C Matljg(BZCle)?
\ ht(lo(M)) =2

7

Work in progress(Brett Barwick) One can again describe explicitly the

equations which define the complement of Im. There is promwisi

evidence that one can again define a local section. One maist msich
larger open cover of Im.




Other Interpretationi
One can build3j = Z z i Xyd 1 for1<j <3,

In S=Z[{z,; }]|x,y]. One can also builaV, ql, q2, andqs. Letw = detw.
Theorem. The following three statements hold.
(1) (G1,G2,G3)Sy is a perfect height two ideal &,.
(2) If IF'Is the complex
ds

0— S(—3c,—3c—3) d3 S(—3c, —3c—2)? dz S(—2c, 1) —— S

with

_2071_
ds= |22, d2= [Q1 0 p, Q?J , di= [(317(327(33} v
203 ]

thenF,, is a free resolution 0%, /(G1, G2, G3)Sy.




.. d . .
(3) We splitS, > Sy from [y, to produce aJniversal Projective
Resolutiorfor the graded Betti numbers:

0 — B(—3c)? — B(—2¢)® - B.

(The base ring for thi8/PRIs Sy.)

Some consequences of
“(1) (G1,G2,G3)Sy is a perfect height two ideal &,.”
are

(a) Sy/(G1,G2,G3)Sy is a Cohen-Macaulay ring,
(b) gradg, (G1,G2,G3) = pds, Sv/(G1,G2,G3)Sy = 2,

(c) (The Persistence of Perfection PrincipélN is a noetherian
Sw-algebra andGs1, G2, G3)N is a proper ideal oN of grade at least 2,
then(G1,G2,G3)N is a perfect ideal of grade equal to 2 dig®s, N is a
resolution ofN /(G1, G2, G3)N.




