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#### Abstract

Let $\mathbf{k}$ be a field of characteristic zero, $n<N$ be positive integers, $P$ be the polynomial ring $\mathbf{k}[x, y, z, w]$, $F$ be the homogeneous polynomial $x^{n}+y^{n}+z^{n}+w^{n}, K$ be the ideal $\left(x^{N}, y^{N}, z^{N}, w^{N}\right)$, and $\bar{P}$ be the hypersurface ring $\bar{P}=P /(F)$. We describe the minimal multi-homogeneous resolution of $\bar{P} / K \bar{P}$ by free $\bar{P}$-modules, the socle degrees of $\bar{P} / K \bar{P}$, and the minimal multi-homogeneous resolution of the Gorenstein ring $P /(K: F)$ by free $P$-modules. Our arguments use Stanley's theorem that every Artinian monomial complete intersection over a polynomial ring with coefficients from a field of characteristic zero has the strong Lefschetz property as well as a multi-grading on $P$ for which both ideals $K$ and $(F)$ are homogeneous. The resolution of $\bar{P} / K \bar{P}$ by free $\bar{P}$-modules is obtained from a Differential Graded Algebra resolution of $P /(K: F)$ by free $P$-modules, together with one homotopy map. The multi-grading is used to prove that the resulting resolution is minimal.
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## 1. Introduction.

Let $\mathbf{k}$ be a field of characteristic zero, $n<N$ be positive integers, and $\bar{P}$ be the hypersurface ring

$$
\bar{P}=\mathbf{k}[x, y, z, w] /\left(x^{n}+y^{n}+z^{n}+w^{n}\right) .
$$

We describe the minimal multi-homogeneous resolution of $\bar{P} /\left(x^{N}, y^{N}, z^{N}, w^{N}\right) \bar{P}$ by free $\bar{P}$-modules.
For an arbitrary graded algebra $R$, over an arbitrary field $\mathbf{k}$, with maximal homogeneous ideal $\mathfrak{m}=\left(x_{1}, \ldots\right.$, $\left.x_{m}\right)$, it is very natural to ask how the bracket powers, $\mathfrak{m}^{[N]}=\left(x_{1}^{N}, \ldots, x_{m}^{N}\right)$, of $\mathfrak{m}$ are related. In particular, how is the resolution of $R / \mathfrak{m}^{[N]}$ by free $R$-modules related to the resolution of $R / \mathfrak{m}^{[q N]}$ for various exponents $N$ and $q N$ ? One wonders how many truly different infinite resolutions appear as $q$ varies and one wonders what the least positive value of $q$ is for which the infinite tail of the resolution of $R / \mathfrak{m}^{[q N]}$ is isomorphic to a shift of the infinite tail of the resolution of $R / \mathfrak{m}^{[N]}$.

An important special case of the question takes place when $\mathbf{k}$ has positive characteristic and bracket power is replaced by Frobenius power. Of course, Frobenius powers play a fundamental role in providing invariants

[^0](such as Hilbert-Kunz multiplicity, $F$-signature, and $F$-pure threshold) of the ring $R$. Much is still unknown about these invariants, even for hypersurfaces. On the other hand, there are times that an investigation of Frobenius power really amounts to an investigation of bracket power; see, for example, [11].

We focus on hypersurfaces of the form $\bar{P}=P /(f)$, where $P$ is a polynomial ring over a field, and $f$ is a homogeneous polynomial in $P$. The most interesting feature of the $\bar{P}$-resolution of $\bar{P} / \mathfrak{m}^{[N]} \bar{P}$ is the infinite tail of the resolution, which is a matrix factorization of $f$, see [4].

The situation has been fairly seriously studied when $P=\mathbf{k}[x, y, z], \mathfrak{m}$ is the maximal ideal $(x, y, z)$, and $\mathbf{k}$ is a field of characteristic $p$. If $f=x^{n}+y^{n}+z^{n}$, then the Betti numbers of $\bar{P} / \mathfrak{m}^{[q]} \bar{P}$ are calculated in [14] and the resolution of $\bar{P} / \mathfrak{m}^{[q]} \bar{P}$ is given in [11]. If $f$ is a general homogeneous form of $P$, then the Betti numbers of $\bar{P} / \mathfrak{m}^{[q]} \bar{P}$ are calculated in [19].

The infinite tail of the resolution of $\bar{P} / \mathfrak{m}^{[N]}$ is intimately related to the socle degrees of $\bar{P} / \mathfrak{m}^{[N]}$. It is shown in [15] how the behavior of socle degrees under the application of the Frobenius homomorphism can be used to detect that a quotient ring has finite projective dimension. Furthermore, the following result is established in [14, Thm. 1.1] and [11, Thm. 8.18] and is the starting point for [19].
Theorem. Let $\boldsymbol{k}$ be a field, $n, N_{1}$, and $q$ be positive integers, $N_{2}=q N_{1}, \bar{P}=\mathbf{k}[x, y, z] /\left(x^{n}+y^{n}+z^{n}\right)$ and $A_{i}=\bar{P}$ module $\bar{P} /\left(x^{N_{i}}, y^{N_{i}}, z^{N_{i}}\right)$. Assume that $A_{1}$ and $A_{2}$ both have infinite projective dimension over $\bar{P}$. Let $\mathbb{F}_{i, \bullet}$ be the minimal homogeneous resolution of $A_{i}$ by free $\bar{P}$-modules. Then there is an integer $w$ with $\operatorname{soc} A_{N_{2}}$ isomorphic to $\operatorname{soc} A_{N_{1}}(-w)$ as graded vector spaces if and only if the complexes $\mathbb{F}_{2, \geq 2}$ and $\mathbb{F}_{1, \geq 2}(-w)$ are isomorphic.

Let $\mathbf{k}$ be a field of characteristic zero, $n<N$ be positive integers, $P=\mathbf{k}[x, y, z, w]$,

$$
\bar{P}=\frac{P}{\left(x^{n}+y^{n}+z^{n}+w^{n}\right)}, \quad A=\frac{\bar{P}}{\left(x^{N}, y^{N}, z^{N}, w^{N}\right) \bar{P}}, \quad \text { and } \quad R=\frac{P}{\left(x^{N}, y^{N}, z^{N}, w^{N}\right):\left(x^{n}+y^{n}+z^{n}+w^{n}\right)} .
$$

The main result in the paper is Theorem 6.2 which gives the multi-graded Betti numbers in the minimal homogeneous resolution of $R$ by free $P$-modules. Theorem 6.2 is applied in Section 7 to give the multi-graded Betti numbers in the minimal homogeneous resolution of $A$ by free $\bar{P}$-modules and to calculate the socle degrees of A.

In the case of interest, $n<N$ and $n$ does not divide $N$. Indeed, if $n$ divides $N$, then everything can be done over the polynomial ring $\mathbf{k}[x, y, z, w] /(x+y+z+w)$ and then be passed to $\bar{P}$ by way of a flat ring extension; see, Section 8. Furthermore, if $N<n$, then $\left(x^{n}+y^{n}+z^{n}+w^{n}\right) \subseteq\left(x^{N}, y^{N}, z^{N}, w^{N}\right)$ are nested complete intersection ideals, $\left(x^{N}, y^{N}, z^{N}, w^{N}\right) \bar{P}$ is a quasi-complete intersection ideal of $\bar{P}$, in the sense of [1], and the two-step Tate complex $[12,5]$ is the minimal homogeneous resolution of $A$ by free $\bar{P}$-modules.

One of the main ingredients in the argument is the introduction of a multi-grading $\mathbf{M}$ on $P$ for which both ideals $\left(x^{N}, y^{N}, z^{N}, w^{N}\right)$ and $\left(x^{n}+y^{n}+z^{n}+w^{n}\right)$ are homogeneous. This multi-grading is the key to proving that the resolutions we produce are minimal resolutions.

Another significant piece of the argument is the conversion of the problem of describing generators for the ideal

$$
\left(x^{N}, y^{N}, z^{N}, w^{N}\right):\left(x^{n}+y^{n}+z^{n}+w^{n}\right),
$$

into the problem of finding generators for the ideals $\left(x^{d_{1}}, y^{d_{2}}, z^{d_{3}}\right):(x+y+z)^{d_{4}}$, where $d_{i}=d+\varepsilon_{i}$, for all choices of $\varepsilon_{1}, \varepsilon_{2}, \varepsilon_{3}, \varepsilon_{4} \in\{0,1\}$ and $d=\left\lfloor\frac{N}{n}\right\rfloor$. Codimension three Gorenstein rings are understood much better than codimension four Gorenstein rings.

The resolution of $A$ by free $\bar{P}$-modules is built from a Differential Graded Algebra resolution of $R$ by free $P$-modules, together with one homotopy map. The details of this construction are given in [10].

The starting point for the present paper is Stanley's theorem that every Artinian monomial complete intersection over a polynomial ring $\mathbf{k}\left[x_{1}, \ldots, x_{n}\right]$, where $\mathbf{k}$ is a field of characteristic zero, has the strong Lefschetz property.

In addition to the main theme of the paper we highlight two other results which are probably of independent interest. Lemma 5.6 provides a technique for bounding the number of linear relations on a set of homogeneous forms of the same degree in a polynomial ring in three variables over a field.

The ideals $\left(x^{d}, y^{d}, z^{d}\right):(x+y+z)^{d}$ and $\left(x^{d}, y^{d+1}, z^{d}\right):(x+y+z)^{d+1}$ in $\mathbf{k}[x, y, z]$, when $\mathbf{k}$ is a field of characteristic zero, define compressed Gorenstein rings with odd socle degree. The general theory gives bounds on the graded Betti numbers of such ideals. However, in order to produce the graded Betti numbers on the nose, we found minimal generating sets for the ideals. Proposition 9.1 gives some explicit generators for these ideals. Once these explicit generators were found, we applied Lemma 5.6 in order to bound the number of linear relations on these generators. The complete minimal generating sets for these ideals are given in Proposition 5.7. It turns out that these ideals have the same graded Betti numbers as the ideals $\left(G_{1}, G_{2}, G_{3}\right): G_{4}$ have where the $G$ 's are general forms of degrees $d, d, d, d$ or $d, d+1, d, d+1$ in the sense of [17, Prop. 4.1].

## 2. The setup and the outline of the argument.

Data 2.1. Let $\mathbf{k}$ be a field, $n, d$, and $r$ be positive integers, with $r<n, N=d n+r, P$ be the standard graded polynomial ring $P=\mathbf{k}[x, y, z, w], I$ be the ideal $I=\left(x^{N}, y^{N}, z^{N}, w^{N}\right):\left(x^{n}+y^{n}+z^{n}+w^{n}\right)$ of $P$, and $R$ be the quotient ring $R=P / I$. Let $f=x+y+z+w \in P$.

Remark. In all of our important results, the field $\mathbf{k}$ of Data 2.1 has characteristic zero; however in many of our preliminary calculations, the characteristic is not relevant. Each time we use the symbol $\mathbf{k}$, we identify whether it is an arbitrary field or a field of characteristic zero.

Definition 2.2. Retain Data 2.1. Let $\mathbf{M}$ be the Abelian group $\mathbf{M}=\mathbf{Z} \times \mathbf{Z}_{n} \times \mathbf{Z}_{n} \times \mathbf{Z}_{n} \times \mathbf{Z}_{n}$. We impose a multi-grading by $\mathbf{M}$ on the polynomial ring $P$. If $D \in \mathbf{Z}$ and $\bar{r}_{i} \in \mathbf{Z}$, then the ( $D, \bar{r}_{1}, \bar{r}_{2}, \bar{r}_{3}, \bar{r}_{4}$ ) component of $P$, denoted $P_{\left(D, \bar{r}_{1}, \bar{r}_{2}, \bar{r}_{3}, \bar{r}_{4}\right)}$, is the $\mathbf{k}$-span of the monomials $x^{\rho_{1}} y^{\rho_{2}} z^{\rho_{3}} w^{\rho_{4}}$, with $\rho_{1}+\rho_{2}+\rho_{3}+\rho_{4}=D$ and the image of $\rho_{i}$ in $\mathbf{Z}_{n}$ is $\bar{r}_{i}$ for each $i$. Notice that $P_{\left(D, \bar{r}_{1}, \bar{r}_{2}, \bar{r}_{3}, \bar{r}_{4}\right)}$ is equal to zero unless the image of $D$ in $\mathbf{Z}_{n}$ is $\bar{r}_{1}+\bar{r}_{2}+\bar{r}_{3}+\bar{r}_{4}$. If $M$ is a $\mathbf{k}$-module which is multi-graded by $\mathbf{M}$, then let $H_{M}(-)$ denote the Hilbert function of $M$ with respect to the $\mathbf{M}$-grading on $M$. In other words, for each element $m$ in $\mathbf{M}$, let $H_{M}(m)$ denote the vector space dimension of the component of $M$ of degree $m$.

In the language of 2.1 and 2.2, one can easily check that $P$ is graded by $\mathbf{M}$ in the sense that

$$
P_{m_{1}} \cdot P_{m_{2}} \subseteq P_{m_{1}+m_{2}}
$$

for $m_{i} \in \mathbf{M}$. The ideals $\left(x^{N}, y^{N}, z^{N}, w^{N}\right)$ and $\left(x^{n}+y^{n}+z^{n}+w^{n}\right)$ are both homogeneous under the multi-grading of 2.2. It follows that the ideal $I=\left(x^{N}, y^{N}, z^{N}, w^{N}\right):\left(x^{n}+y^{n}+z^{n}+w^{n}\right)$ is homogeneous under the multi-grading, and the multi-grading is inherited by $R=P / I$. The Hilbert function of $R$ with respect to this multi-grading is given in Proposition 4.2.

In Section 5, we describe the generators of $I$. In Proposition 5.1 we take advantage of the multi-grading to show that the generators of $I$ can be obtained from the generators of the ideals

$$
\begin{equation*}
\left(x^{d+\varepsilon_{1}}, y^{d+\varepsilon_{2}}, z^{d+\varepsilon_{3}}, w^{d+\varepsilon_{4}}\right): f \tag{1}
\end{equation*}
$$

where each $\varepsilon_{i}$ is either 0 or 1 . In Observation 5.2 we obtain the generators of the ideals of (1) from ideals of the form

$$
\begin{equation*}
\left(x^{d+\varepsilon_{1}}, y^{d+\varepsilon_{2}}, z^{d+\varepsilon_{3}}\right):(x+y+z)^{d+\varepsilon_{4}} . \tag{2}
\end{equation*}
$$

The ideals of (2) are precisely the ideals that exhibit the fact that monomial complete intersections in a polynomial ring over a field of characteristic zero have the strong Lefschetz property. Much numerical information about these ideals is known. The ideals define compressed quotient rings, and therefore the number and degree of the generators are completely known in the case when the socle degree is even, (i.e., $\sum_{i=1}^{4} \varepsilon_{i}=1,3$ ). In the case when the socle degree is odd (i.e., $\sum_{i=1}^{4} \varepsilon_{i}=0,2,4$ ), then the general theory provides some bounds on the generator degrees. In order to learn the precise generator degrees, we exhibit explicit generators in Proposition 5.7.

## 3. Notation, CONVENTIONS, AND PRELIMINARY RESULTS.

Let $\mathbf{Z}$ represent the ring of integers and $\mathbf{Z}_{n}$ represent the quotient ring $\mathbf{Z} /(n \mathbf{Z})$ for each integer $n$ in $\mathbf{Z}$. If $r$ is an integer, then $\bar{r}$ is the image of $r$ in $\mathbf{Z}_{n}$.

Notation 3.1. For a polynomial $g$ in a polynomial ring, let $g^{[n]}$ denote the result of replacing each variable in $g$ by the $n$th power of the variable. Note that $g \rightarrow g^{[n]}$ is an injective ring homomorphism.

Example 3.2. In the language of 2.1 and 2.2, every polynomial of $P_{\left(D, \bar{r}_{1}, \bar{r}_{2}, \bar{r}_{3}, \bar{r}_{4}\right)}$ has the form

$$
g^{[n]} x^{\rho_{1}} y^{\rho_{2}} z^{\rho_{3}} w^{\rho_{4}}
$$

where the $\rho_{i}$ are integers with $0 \leq \rho_{i} \leq n-1$, the image of $\rho_{i}$ in $\mathbf{Z}_{n}$ is $\bar{r}_{i}, D=k n+\sum_{i=1}^{4} \rho_{i}$ for some non-negative integer $k$, and $g$ is a homogeneous polynomial in $P$ of degree $k$.

Observation 3.3. Let $\mathbf{k}$ be an arbitrary field. Adopt the language of 2.1 and 2.2. Let $k, \rho_{1}, \rho_{2}, \rho_{3}$, and $\rho_{4}$ be non-negative integers with $0 \leq \rho_{i} \leq n-1$, then there is an isomorphism of $\mathbf{k}$-vector spaces

$$
P_{k} \longrightarrow P_{\left(n k+\rho_{1}+\rho_{2}+\rho_{3}+\rho_{4}, \bar{\rho}_{1}, \bar{\rho}_{2}, \bar{\rho}_{3}, \bar{\rho}_{4}\right)}
$$

given by

$$
g \mapsto g^{[n]} x^{\rho_{1}} y^{\rho_{2}} z^{\rho_{3}} w^{\rho_{4}}
$$

where $k$ is an element of $\mathbf{Z}$ and $\left(n k+\rho_{1}+\rho_{2}+\rho_{3}+\rho_{4}, \bar{\rho}_{1}, \bar{\rho}_{2}, \bar{\rho}_{3}, \bar{\rho}_{4}\right)$ is an element of $\mathbf{M}$.
Proof. This assertion is an immediate consequence of Example 3.2.

The following notation makes sense in light of Observation 3.3 and it allows us to convey all of the information about an element of $\mathbf{M}$ with a minimal amount of writing.

Notation 3.4. Adopt the data of 2.1 and 2.2. Consider the homomorphism of Abelian groups

$$
\mathbf{Z}^{5} \rightarrow \mathbf{M}
$$

which is given by

$$
\left(k, \rho_{1}, \rho_{2}, \rho_{3}, \rho_{4}\right) \mapsto m_{\left(k, \rho_{1}, \rho_{2}, \rho_{3}, \rho_{4}\right)}
$$

where

$$
m_{\left(k, \rho_{1}, \rho_{2}, \rho_{3}, \rho_{4}\right)}=\left(k n+\rho_{1}+\rho_{2}+\rho_{3}+\rho_{4}, \bar{\rho}_{1}, \bar{\rho}_{2}, \bar{\rho}_{3}, \bar{\rho}_{4}\right) \quad \text { in } \mathbf{M}
$$

The 5-tuple of integers $(k, \underline{\rho})=\left(k, \rho_{1}, \rho_{2}, \rho_{3}, \rho_{4}\right)$ is in standard form if $0 \leq k$ and $0 \leq \rho_{i} \leq n-1$ for all $i$.
3.5. Let $\mathbf{k}$ be a field. The graded algebra $R=\bigoplus_{0 \leq i} R_{i}$ is a standard graded $\mathbf{k}$-algebra if $R_{0}$ is equal to $\mathbf{k}, R_{1}$ is a finitely generated $R_{0}$-module, and $R$ is generated by $R_{1}$ as an algebra over $R_{0}$.
3.6. If $F$ is a module graded by the Abelian group $(G,+)$ and $a \in G$, then $F(-a)$ is the graded module with $F(-a)_{b}=F_{b-a}$ for all $b \in G$.
3.7. Let $I$ be an ideal in a ring $R, N$ be an $R$-module, and $L$ and $M$ be submodules of $N$. Then

$$
L:_{I} M=\{x \in I \mid x M \subseteq L\} \quad \text { and } \quad L:_{M} I=\{m \in M \mid I m \subseteq L\} .
$$

Any undecorated " $:$ " means $:_{R}$ where $R$ is the ambient ring.
3.8. Let $\mathbf{k}$ be an arbitrary field, $R$ be a standard graded $\mathbf{k}$-algebra, $\mathfrak{m}$ be the maximal homogeneous ideal of $R$, and $M=\oplus_{i} M_{i}$ be a finitely generated graded $R$-module.
(a) Let $H_{M}(-)$ denote the Hilbert function of $M$ with respect to the standard grading on $M$. In other words,

$$
H_{M}(i)=\operatorname{dim}_{\mathbf{k}} M_{i} .
$$

The integer $H_{R}(1)$ is called the embedding dimension of $R$.
(b) The relationship between the Hilbert function $H_{P}(-)$ of Definition 2.2 and the Hilbert function $H_{P}(-)$ of (a) is explained in Observation 3.3. If $(k, \underline{\rho})$ is a 5-tuple of integers in standard form (in the sense of 3.4), then

$$
H_{P}\left(m_{(k, \underline{\rho})}\right)=H_{P}(k)
$$

Of course, the value of $H_{P}(k)$ is well known:

$$
H_{P}(k)=\binom{k+3}{k}
$$

for $P=\mathbf{k}[x, y, z, w]$. In particular, $H_{P}(k)=0$, if $k<0$.
3.9. Let $(G,+)$ be an Abelian group and $R$ be a ring which is graded by $G$, with $R_{0}$ equal to a field $\mathbf{k}$, $\bigoplus_{g \in G \backslash\{0\}} R_{g}$ equal to the maximal homogeneous ideal of $R$, and $R$ finitely generated as an $R_{0}$-algebra. Let $M$ be a finitely generated $R$-module which is also graded by $G$.
(a) The socle of $M$ is the vector space

$$
\operatorname{socle} M=0:_{M} \mathfrak{m}
$$

(b) If $R$ is Artinian, then $R$ is Gorenstein if socle $R$ is a one-dimensional vector space over $\mathbf{k}$.
(c) There is an isomorphism of graded $R$-modules

$$
\text { socle } M \cong \bigoplus_{i} \mathbf{k}\left(-s_{i}\right)
$$

for some finite set of elements $\left\{s_{i}\right\}$ from $G$. The elements $\left\{s_{i}\right\}$ are called the socle degrees of $M$.
(d) If $\mathfrak{a}$ is a homogeneous ideal of $R$ with $R / \mathfrak{a}$ Artinian, local, and Gorenstein with socle degree $\delta$, and $f$ is a homogeneous element of $R$ in $R_{d}$ for some $d \in G$. Then $\mathfrak{a}: f$ is a homogeneous ideal of $R$ with $R /(\mathfrak{a}: f)$ Artinian, local, and Gorenstein with socle degree $\delta-d$.

Indeed, the $R$-module homomorphism $R(-d) \rightarrow R$, which is given by multiplication by $f$ induces a homogeneous injection

$$
\text { socle } \frac{R}{(\mathfrak{a}: f)}(-d) \longrightarrow \text { socle } \frac{R}{\mathfrak{a}}
$$

(e) If $R=\mathbf{k}\left[x_{1}, \ldots, x_{n}\right]$ is a polynomial ring, with each $x_{i}$ a homogeneous element of $R$, then the socle degrees of $M$ may be read from the back twists in a minimal homogeneous resolution

$$
0 \rightarrow C_{n}=\bigoplus_{i=1}^{s} P\left(-\beta_{i}\right) \rightarrow \cdots \rightarrow C_{0}
$$

of $M$ by free $R$-modules.
Indeed, the computation of $\operatorname{Tor}_{n}^{R}(M, \mathbf{k})$ in each coordinate yields a graded isomorphism

$$
\operatorname{socle} M \cong \bigoplus_{i=1}^{s} \mathbf{k}\left(\kappa-\beta_{i}\right)
$$

where $\prod_{i} x_{i} \in P_{\mathrm{\kappa}}$.
3.10. We use two symmetries that are associated to a graded Artinian Gorenstein algebra $R$ over a field $\mathbf{k}$.
3.10.1. The Hilbert function $H_{R}(-)$ is symmetric in the sense that $H_{R}(i)=H_{R}(s-i)$, for all $i$, where $s$ is the socle degree of $R$. This property follows from the fact that the multiplication map $R_{i} \otimes R_{s-i} \rightarrow R_{s}$ is a perfect pairing.
3.10.2. If $R=P / I$, where $P$ is a polynomial ring over $\mathbf{k}$, then the minimal homogeneous resolution,

$$
0 \rightarrow P(-\beta)=F_{g} \rightarrow F_{g-1} \rightarrow \cdots \rightarrow F_{1} \rightarrow F_{0}=P
$$

of $R$ by free $P$-modules, is self-dual, in the sense that

$$
\operatorname{Hom}_{P}\left(F_{i}, P\right)(-\beta) \cong F_{g-i} .
$$

This property follows from the fact that $\operatorname{Ext}_{g}^{P}(R, P) \cong R(\beta)$.
3.11. The notion of a compressed Artinian algebra over a field was introduced by Iarrobino [8]. Rossi and Şega [22, Prop. 4.2] extended the definition to be meaningful for local Artinian Gorenstein rings which do not necessarily contain a field. The Rossi-Şega definition can be extended further to be meaningful for rings that are not Gorenstein [13, Def. 2.5].

Definition 3.11.1. Let $\mathbf{k}$ be an arbitrary field, $R$ be a standard graded, Gorenstein, local Artinian $\mathbf{k}$-algebra of socle degree $s$ and embedding dimension $e$ with $1<e$. If

$$
\begin{equation*}
H_{R}(i)=\min \left\{\binom{e-1+i}{e-1},\binom{e-1+s-i}{e-1}\right\} \tag{3}
\end{equation*}
$$

for $0 \leq i \leq s$, then $R$ is a compressed ring.
We apply Definition 3.11.1 when $R$ is an Artinian ring of the form $R=P / I$, where $P=\mathbf{k}\left[x_{1}, \ldots, x_{e}\right]$ is a standard graded polynomial ring over a field, $I$ a homogeneous ideal of $P$, and $I \subseteq\left(x_{1}, \ldots, x_{e}\right)^{2}$. In this case, equation (3) becomes

$$
H_{R}(i)=\min \left\{H_{P}(i), H_{P}(s-i)\right\}
$$

3.12. (a) A linear transformation $\phi: V_{1} \rightarrow V_{2}$ of finite dimensional vector spaces over the field $\mathbf{k}$ has maximal rank if

$$
\operatorname{rank} \phi=\min \left\{\operatorname{dim}_{\mathbf{k}} V_{1}, \operatorname{dim}_{\mathbf{k}} V_{2}\right\}
$$

In particular, if $\phi$ has maximal rank, then $\phi$ is injective or surjective.
(b) Let $A=\bigoplus A_{i}$ be a standard graded Artinian algebra over the field $\mathbf{k}$. Then $A$ has the weak Lefschetz property if there exists a linear form $L$ of $A_{1}$ such that multiplication by $L$ from $A_{i} \rightarrow A_{i+1}$ has maximal rank for each index $i$. In this case, $L$ is called a Lefschetz element of $A$. The set of Lefschetz elements forms a (possibly empty) Zariski open subset of $A_{1}$. The algebra $A$ has the strong Lefschetz property if there exists a linear form $L$ of $A_{1}$ such that multiplication by $L^{t}$ from $A_{i} \rightarrow A_{i+t}$ has maximal rank for each index $i$ and each exponent $t$.
(c) If $\mathbf{k}$ is an infinite field, $P=\mathbf{k}\left[x_{1}, \ldots, x_{n}\right]$ is a standard graded polynomial ring, and $A=P / I$ is defined by a complete intersection ideal generated by monomials, then $A$ has the weak Lefschetz property if and only if $x_{1}+\cdots+x_{n}$ is a Lefschetz element. See [18, Prop. 2.2].
(d) The starting point for the present paper is the theorem of Stanley [23, Thm. 2.4] that every Artinian monomial complete intersection over a polynomial ring $\mathbf{k}\left[x_{1}, \ldots, x_{n}\right]$, where $\mathbf{k}$ is a field of characteristic zero, has the strong Lefschetz property. Stanley's proof used algebraic topology. Other proofs have been given by Watanabe [25, Cor. 3.5], using representations of $\mathfrak{s l}_{2}$, and Reid, Roberts, and Roitman [21, Thm. 10], using commutative algebra. In Observation 3.13, we appeal to one of the preliminary results from [21]; the proof, given in [21, Thm. 5], is remarkably elementary.

Observation 3.13. Let $\mathbf{k}$ be a field of characteristic zero, $P=\mathbf{k}\left[x_{1}, \ldots, x_{m}\right]$ be a standard graded polynomial ring, $d_{1}, \ldots, d_{m+1}$ be positive integers, $K$ be the ideal $\left(x_{1}^{d_{1}}, \ldots, x_{m}^{d_{m}}\right)$ of $P, F$ be the element $x_{1}+\cdots+x_{m}$ in $P$, and $J$ be the ideal $K: F^{d_{m+1}}$ of $P$. Then the following statements hold.
(a) The graded k-algebra $P / J$ has socle degree $s=\sum_{i=1}^{m} d_{i}-m-d_{m+1}$.
(b) If $\theta$ is a non-zero homogeneous element of

$$
\operatorname{ker}\left(\frac{P}{K} \xrightarrow{\left(x_{1}+\cdots+x_{m}\right)^{d_{m+1}}} \frac{P}{K}\left(d_{m+1}\right)\right),
$$

then $\left\lceil\frac{s+1}{2}\right\rceil \leq \operatorname{deg} \theta$.
(c) The socle degree of $P / K$ is $\sigma=\sum_{i=1}^{m} d_{i}-m$ and

$$
\min \left\{H_{P / K}(i), H_{P / K}(i+1)\right\}= \begin{cases}H_{P / K}(i), & \text { if } 0 \leq i<\frac{\sigma}{2}, \text { and } \\ H_{P / K}(i+1), & \text { if } \frac{\sigma}{2} \leq i\end{cases}
$$

(d) If $m=3$ and there are integers $d$ and $\varepsilon_{i}$ with $d_{i}=d+\varepsilon_{i}$ and $\varepsilon_{i} \in\{0,1\}$, for $1 \leq i \leq 4$, then the initial degree of $J$ is at least $\left\lceil\frac{s+1}{2}\right\rceil$ and $P / J$ is a compressed ring.

Proof. (a) Recall that $x_{1}^{d_{1}-1} x_{2}^{d_{2}-1} \cdots x_{m}^{d_{m}-1}$ represents a socle generator for $P / K$. Apply 3.9.(d) to compute the socle degree of $P / J$.
(b) The field $\mathbf{k}$ has characteristic zero, hence, [21, Thm. 5] applies and

$$
\left\lceil\frac{\left(d_{1}+\cdots+d_{m}-m\right)-d_{m+1}+1}{2}\right\rceil \leq \operatorname{deg} \theta
$$

Apply (a) in order to complete the proof of (b).
(c) The socle of $P / K$ is represented by $\prod_{j=1}^{m} x_{j}^{d_{j}-1}$. Apply (b), with $d_{m+1}=1$, in order to see that

$$
H_{P / K}(i) \leq H_{P / K}(i+1)
$$

for $i<\left\lceil\frac{d_{1}+\cdots+d_{m}-m}{2}\right\rceil=\left\lceil\frac{\sigma}{2}\right\rceil$. Use the symmetry $H_{P / K}(i)=H_{P / K}(\sigma-i)$ of the Hilbert function to finish the argument.
(d) We first verify that the extra hypotheses of (d) ensure that the elements $x_{1}^{d_{1}}, x_{2}^{d_{2}}$, and $x_{3}^{d_{3}}$ of $J$ have degree at least $\left\lceil\frac{s+1}{2}\right\rceil$. In other words, we must show that

$$
\begin{equation*}
\left\lceil\frac{2 d-2+\varepsilon_{1}+\varepsilon_{2}+\varepsilon_{3}-\varepsilon_{4}}{2}\right\rceil \leq \min \left\{d+\varepsilon_{1}, d+\varepsilon_{2}, d+\varepsilon_{3}\right\} \tag{4}
\end{equation*}
$$

On the other hand, it is clear that

$$
\left\lceil\frac{\varepsilon_{1}+\varepsilon_{2}+\varepsilon_{3}-\varepsilon_{4}}{2}\right\rceil \leq\left\lceil\frac{\varepsilon_{1}+\varepsilon_{2}+\varepsilon_{3}}{2}\right\rceil \leq \min \left\{1+\varepsilon_{1}, 1+\varepsilon_{2}, 1+\varepsilon_{3}\right\}
$$

Add $d-1$ to both sides to obtain (4).
Combine (b) with (4) to see that the initial degree of $J$ is at least $\left\lceil\frac{s+1}{2}\right\rceil$. It follows that if $0 \leq i<\left\lceil\frac{s+1}{2}\right\rceil$, then $i \leq s-i$ and

$$
\begin{equation*}
H_{R}(i)=H_{P}(i)=\min \left\{H_{P}(i), H_{P}(s-i)\right\} \tag{5}
\end{equation*}
$$

and, if $\left\lceil\frac{s+1}{2}\right\rceil \leq i \leq s$, then $s-i<\left\lceil\frac{s+1}{2}\right\rceil \leq i$ and

$$
\begin{equation*}
H_{R}(i)=H_{R}(s-i)=H_{P}(s-i)=\min \left\{H_{P}(i), H_{P}(s-i)\right\} . \tag{6}
\end{equation*}
$$

(The left-most equality in (6) holds because the Hilbert function of a graded Artinian Gorenstein ring is symmetric and the middle equality in (6) is a consequence of (5).) At any rate

$$
H_{R}(i)=\min \left\{H_{P}(i), H_{P}(s-i)\right\},
$$

for $0 \leq i \leq s$ and $R$ is a compressed ring, see Definition 3.11.1.
3.14. Let $R=\mathbf{k}\left[x_{1}, \ldots, x_{m}\right]$ be a polynomial ring, $I$ be a homogeneous ideal of $R$ which contains a homogeneous complete intersection ideal $K=\left(f_{1}, \ldots, f_{m}\right)$. The ideal $K: I$ is linked to $I$. If $\mathbb{K}$ is the Koszul complex which resolves $R / K, \mathbb{F}$ is a resolution of $R / I$ of length $g$, and $\alpha: \mathbb{K} \rightarrow \mathbb{F}$ is a map of complexes which extends the identity map in degree zero, then the dual of the mapping cone of $\alpha$ is a resolution of $R /(K: I)$. These results are due to Peskine and Szpiro (see [20, Props. 1.3 and 2.6] or [3, Props. 5.1 and 5.1a]).

## 4. The multi-homogeneous Hilbert function of $R$.

In Proposition 4.2 we calculate the Hilbert function of the ring $R$ of Data 2.1 with respect to the multi-grading $\mathbf{M}$ of Definition 2.2. Proposition 4.2 requires the base field $\mathbf{k}$ to have characteristic zero.

Lemma 4.1. Let $\mathbf{k}$ be an arbitrary field. Adopt the data of 2.1 and 2.2. Let $(k, \underline{\rho})$ be a 5-tuple of integers in standard form in the sense of 3.4 and

$$
\varepsilon_{i}= \begin{cases}1, & \text { if } \rho_{i}<r, \text { and }  \tag{7}\\ 0, & \text { otherwise }\end{cases}
$$

Then the component of I of multi-degree $m_{(k, \underline{\mathbf{p}})}$ is equal to

$$
\left\{x^{\rho_{1}} y^{\rho_{2}} z^{\rho_{3}} w^{\rho_{4}} g^{[n]} \mid g \text { is a homogeneous polynomial of degree } k \text { in }\left(x^{d+\varepsilon_{1}}, y^{d+\varepsilon_{2}}, z^{d+\varepsilon_{3}}, w^{d+\varepsilon_{4}}\right): P f\right\} .
$$

Proof. Let $\theta$ be an arbitrary element of $P_{m_{(k, \underline{\rho})}}$. Recall from Example 3.2 that $\theta=x^{\rho_{1}} y^{\rho_{2}} z^{\rho_{3}} w^{\rho_{4}} g^{[n]}$ for some homogeneous polynomial $g$ in $P$ of degree $k$. Observe that

$$
\begin{aligned}
\theta \in I & \Longleftrightarrow x^{\rho_{1}} y^{\rho_{2}} z^{\rho_{3}} w^{\rho_{4}} g^{[n]} f^{[n]} \in\left(x^{N}, y^{N}, z^{N}, w^{N}\right) \\
& \Longleftrightarrow g^{[n]} f^{[n]} \in\left(x^{N}, y^{N}, z^{N}, w^{N}\right): x^{\rho_{1}} y^{\rho_{2}} z^{\rho_{3}} w^{\rho_{4}} \\
& \Longleftrightarrow g^{[n]} f^{[n]} \in\left(x^{N-\rho_{1}}, y^{N-\rho_{2}}, z^{N-\rho_{3}}, w^{N-\rho_{4}}\right) .
\end{aligned}
$$

Thus, $\theta \in I$ if and only if there are multi-homogeneous polynomials $c_{1}, \ldots, c_{4}$ in $P$ with

$$
x^{d n+r-\rho_{1}} c_{1}+y^{d n+r-\rho_{2}} c_{2}+z^{d n+r-\rho_{3}} c_{3}+w^{d n+r-\rho_{4}} c_{4}=g^{[n]} f^{[n]} \in P_{m_{(k+1,0,0,0,0}}
$$

The multi-degree of $c_{1}$ is

$$
m_{(k+1,0,0,0,0)}-m_{\left(d, r-\rho_{1}, 0,0,0\right)}= \begin{cases}m_{\left(k+1-d, \rho_{1}-r, 0,0,0\right)}, & \text { if } r \leq \rho_{1}, \text { and } \\ m_{\left(k-d, n+\rho_{1}-r, 0,0,0\right)}, & \text { if } \rho_{1}<r\end{cases}
$$

in M. If $r \leq \rho_{1}$, then $0 \leq \rho_{1}-r<n$, and $c_{1}$ is of the form $c_{1}=x^{\rho_{1}-r} d_{1}^{[n]}$, for some homogeneous polynomial $d_{1}$ in $P$ of degree $k+1-d$. If $\rho_{1}<r$, then $0<n+\rho_{1}-r<n$, and $c_{1}$ is of the form $c_{1}=x^{n+\rho_{1}-r} d_{1}^{[n]}$, for some homogeneous polynomial $d_{1}$ in $P$ of degree $k-d$. Use (7) to combine the two cases as

$$
x^{d n+r-\rho_{1}} c_{1}=d_{1}^{[n]} x^{\left(d+\varepsilon_{1}\right) n}
$$

for some homogeneous polynomial $d_{1}$ in $P$ of degree $k-d+1-\varepsilon_{1}$. The same calculation holds for the other terms. Thus, $\theta$ is in $I$ if and only if there exist homogeneous polynomials $d_{1}, \ldots, d_{4}$ in $P$ with

$$
g^{[n]} f^{[n]}=x^{\left(d+\varepsilon_{1}\right) n} d_{1}^{[n]}+y^{\left(d+\varepsilon_{2}\right) n} d_{2}^{[n]}+z^{\left(d+\varepsilon_{3}\right) n} d_{3}^{[n]}+w^{\left(d+\varepsilon_{4}\right) n} d_{4}^{[n]}
$$

Recall that the map $\phi: P \rightarrow P$, given by $\phi\left(g_{1}\right)=g_{1}^{[n]}$, for $g_{1} \in P$, is an injective ring homomorphism. It follows that $\theta$ is in $I$ if and only if

$$
g f \in\left(x^{d+\varepsilon_{1}}, y^{d+\varepsilon_{2}}, z^{d+\varepsilon_{3}}, w^{d+\varepsilon_{4}}\right)
$$

Proposition 4.2. Let $\mathbf{k}$ be a field of characteristic zero. Adopt the data of 2.1 and 2.2. Let ( $k, \underline{\rho}$ ) be a 5-tuple of integers in standard form in the sense of 3.4. Then

$$
H_{R}\left(m_{(k, \underline{\rho})}\right)=\left\{\begin{array}{c}
H_{P}(k+\varepsilon)-\sum_{i=1}^{4} H_{P}\left(k+\varepsilon-d-\varepsilon_{i}\right)+\sum_{1 \leq i<j \leq 4} H_{P}\left(k+\varepsilon-2 d-\varepsilon_{i}-\varepsilon_{j}\right)  \tag{8}\\
-\sum_{1 \leq i<j<\ell \leq 4} H_{P}\left(k+\varepsilon-3 d-\varepsilon_{i}-\varepsilon_{j}-\varepsilon_{\ell}\right)+H_{P}\left(k+\varepsilon-4 d-\sum_{i=1}^{4} \varepsilon_{i}\right),
\end{array}\right.
$$

where

$$
\varepsilon_{i}=\left\{\begin{array}{ll}
1, & \text { if } \rho_{i}<r, \text { and } \\
0, & \text { otherwise, }
\end{array} \quad \text { and } \quad \varepsilon= \begin{cases}0, & \text { if } k<2 d-2+\frac{\sum_{i=1}^{4} \varepsilon_{i}}{2}, \text { and } \\
1, & \text { if } 2 d-2+\frac{\sum_{i=1}^{4} \varepsilon_{i}}{2} \leq k\end{cases}\right.
$$

Proof. Apply Lemma 4.1 to see that

$$
H_{R}\left(m_{(k, \underline{\rho})}\right)=H_{S}(k)
$$

where

$$
S=\frac{k[x, y, z, w]}{\left(x^{d+\varepsilon_{1}}, y^{d+\varepsilon_{2}}, z^{d+\varepsilon_{3}}, w^{d+\varepsilon_{4}}\right): f}
$$

Let

$$
C_{\varepsilon_{1}, \varepsilon_{2}, \varepsilon_{3}, \varepsilon_{4}}=\frac{k[x, y, z, w]}{\left(x^{d+\varepsilon_{1}}, y^{d+\varepsilon_{2}}, z^{d+\varepsilon_{3}}, w^{d+\varepsilon_{4}}\right)} .
$$

The Hilbert function of $C_{\varepsilon_{1}, \varepsilon_{2}, \varepsilon_{3}, \varepsilon_{4}}$ can be found from the Koszul complex resolution. It is

$$
H_{C_{\varepsilon_{1}, \varepsilon_{2}, \varepsilon_{3}, \varepsilon_{4}}}(k)=\left\{\begin{array}{c}
H_{P}(k)-\sum_{i=1}^{4} H_{P}\left(k-d-\varepsilon_{i}\right)+\sum_{1 \leq i<j \leq 4} H_{P}\left(k-2 d-\varepsilon_{i}-\varepsilon_{j}\right)  \tag{9}\\
-\sum_{1 \leq i<j<\ell \leq 4} H_{P}\left(k-3 d-\varepsilon_{i}-\varepsilon_{j}-\varepsilon_{\ell}\right)+H_{P}\left(k-4 d-\sum_{i=1}^{4} \varepsilon_{i}\right)
\end{array}\right.
$$

Note that the graded component of

$$
\frac{\left(x^{d+\varepsilon_{r_{1}}}, y^{d+\varepsilon_{r_{2}}}, z^{d+\varepsilon_{r_{3}}}, w^{d+\varepsilon_{r_{4}}}\right): f}{\left(x^{d+\varepsilon_{r_{1}}}, y^{d+\varepsilon_{r_{2}}}, z^{d+\varepsilon_{r_{3}}}, w^{d+\varepsilon_{r_{4}}}\right)}
$$

of degree $k$ is the kernel of the map given by multiplication by $f:\left[C_{\varepsilon_{1}, \varepsilon_{2}, \varepsilon_{3}, \varepsilon_{4}}\right]_{k} \rightarrow\left[C_{\varepsilon_{1}, \varepsilon_{2}, \varepsilon_{3}, \varepsilon_{4}}\right]_{k+1}$. The field $\mathbf{k}$ has characteristic zero; hence, $C_{\varepsilon_{1}, \varepsilon_{2}, \varepsilon_{3}, \varepsilon_{4}}$ has the weak Lefschetz property; and therefore the multiplication by $f$ map has maximal rank. It follows that

$$
H_{S}(k)=\min \left\{H_{C_{\varepsilon_{1}, \varepsilon_{2}, \varepsilon_{3}, \varepsilon_{4}}}(k), H_{C_{\varepsilon_{1}, \varepsilon_{2}, \varepsilon_{3}, \varepsilon_{4}}}(k+1)\right\}= \begin{cases}H_{C_{\varepsilon_{1}, \varepsilon_{2}, \varepsilon_{3}, \varepsilon_{4}}}(k) & \text { if } k<2 d-2+\frac{\sum_{i=1}^{4} \varepsilon_{i}}{2} \\ H_{C_{\varepsilon_{1}, \varepsilon_{2}, \varepsilon_{3}, \varepsilon_{4}}}(k+1) & \text { if } 2 d-2+\frac{\sum_{i=1}^{4} \varepsilon_{i}}{2} \leq k\end{cases}
$$

See Observation 3.13.(c).

## 5. The generators of $I$.

Proposition 5.1. Let $\mathbf{k}$ be an arbitrary field. Adopt the data of 2.1. Then the ideal

$$
I=\left(x^{N}, y^{N}, z^{N}, w^{N}\right):\left(x^{n}+y^{n}+z^{n}+w^{n}\right)
$$

is generated by all the elements of the form $\left(x^{1-\varepsilon_{1}} y^{1-\varepsilon_{2}} z^{1-\varepsilon_{3}} w^{1-\varepsilon_{4}}\right)^{r} g^{[n]}$ with $g \in\left(x^{d+\varepsilon_{1}}, y^{d+\varepsilon_{2}}, z^{d+\varepsilon_{3}}, w^{d+\varepsilon_{4}}\right): f$, for all choices of $\varepsilon_{1}, \varepsilon_{2}, \varepsilon_{3}, \varepsilon_{4} \in\{0,1\}$.
Proof. The ideal $I$ is homogeneous. It is generated by elements of the form $x^{\rho_{1}} y^{\rho_{2}} z^{\rho_{3}} w^{\rho_{4}} g^{[n]}$ with

$$
g \in\left(x^{d+\varepsilon_{1}}, y^{d+\varepsilon_{2}}, z^{d+\varepsilon_{3}}, w^{d+\varepsilon_{4}}\right): f
$$

as described in Lemma 4.1. Each such $x^{\rho_{1}} y^{\rho_{2}} z^{\rho_{3}} w^{\rho_{4}} g^{[n]}$ is a multiple of $x^{s_{1}} y^{s_{2}} z^{s_{3}} w^{s_{4}} g^{[n]}$, where

$$
s_{i}= \begin{cases}r, & \text { if } r \leq \rho_{i}, \text { and } \\ 0, & \text { otherwise } .\end{cases}
$$

Remark. When $\mathbf{k}$ has characteristic zero, we reduce this list to a minimal set of generators in Proposition 5.12.
Observation 5.2. Let $\mathbf{k}$ be an arbitrary field, $P=\mathbf{k}\left[x_{1}, \ldots, x_{t}\right]$ be a standard graded polynomial ring, L be the linear form $\sum_{i=1}^{t} x_{i}$ in $P$, and $d_{1}, \ldots, d_{t}$ be positive integers. Then there is a homogeneous isomorphism of $P$-modules

$$
\begin{equation*}
\frac{\left(x_{1}^{d_{1}}, \ldots, x_{t-1}^{d_{t-1}}\right):\left(\sum_{i=1}^{t-1} x_{i}\right)^{d_{t}}}{\left(x_{1}^{d_{1}}, \ldots, x_{t-1}^{d_{t-1}}\right)}\left(-d_{t}+1\right) \xrightarrow{\Phi} \frac{\left(x_{1}^{d_{1}}, \ldots, x_{t}^{d_{t}}\right):(L)}{\left(x_{1}^{d_{1}}, \ldots, x_{t}^{d_{t}}\right)}, \tag{10}
\end{equation*}
$$

which is induced by multiplication by the polynomial

$$
\frac{x_{t}^{d_{t}}-\left(-\sum_{i=1}^{t-1} x_{i}\right)^{d_{t}}}{L}
$$

Remark. The module on the left side of (10) is naturally a $\mathbf{k}\left[x_{1}, \ldots, x_{t-1}\right]$-module. This module acquires the structure of a $P$-module by way of the $\mathbf{k}$-algebra homomorphism $\phi: P \rightarrow \mathbf{k}\left[x_{1}, \ldots, x_{t-1}\right]$, with $\phi\left(x_{i}\right)=x_{i}$, for $1 \leq i \leq t-1$, and $\phi\left(x_{t}\right)=-\left(x_{1}+\cdots+x_{t-1}\right)$.

Proof. This result is essentially [16, Thm. 2.1]. We reproduce part of the proof. It is not difficult to see that $\Phi$ is a well-defined $P$-module homomorphism. We describe the inverse of $\Phi$, which we call $\Psi$. If $G$ is a homogeneous element in $\left(x_{1}^{d_{1}}, \ldots, x_{t}^{d_{t}}\right): L$, then

$$
\begin{equation*}
L G=\sum_{i=1}^{t} B_{i} x_{i}^{d_{i}}, \tag{11}
\end{equation*}
$$

for some homogeneous $B_{i} \in \mathbf{k}\left[x_{1}, \ldots, x_{t}\right]$. The $\Psi$ is defined to send the class of $G$ in the right side of (10) (denoted $[G]$ ) to the class of $\phi\left(B_{t}\right)$ in the left side of (10) (denoted $\left[\phi\left(B_{t}\right)\right]$ ). Once again, it is not difficult to see that $\Psi$ is a well-defined homomorphism of $P$-modules. We compute $\Phi \circ \Psi$.

Notice that if $B \in P$, then $B-\phi(B) \in \operatorname{ker}(\phi)=(L)$. In particular, for each $B_{i}$ in (11), there is an element $B_{i}^{\prime}$ in $P$ with

$$
\begin{equation*}
\phi\left(B_{i}\right)=B_{i}+L B_{i}^{\prime} . \tag{12}
\end{equation*}
$$

Apply the $\mathbf{k}$-algebra homomorphism $\phi$ to both sides of (11) to obtain

$$
\begin{equation*}
0=\sum_{i=1}^{t-1} \phi\left(B_{i}\right) x_{i}^{d_{i}}+\phi\left(B_{t}\right)\left(-\sum_{i=1}^{t-1} x_{i}\right)^{d_{t}} . \tag{13}
\end{equation*}
$$

It follows that

$$
\begin{array}{rlr}
(\Phi \circ \Psi)([G]) & =\Phi\left(\left[\phi\left(B_{t}\right)\right]\right)=\left[\frac{x_{t}^{d_{t}} \phi\left(B_{t}\right)-\left(-\sum_{i=1}^{t-1} x_{i}\right)^{d_{t}} \phi\left(B_{t}\right)}{L}\right] \\
& =\left[\frac{\sum_{i=1}^{t} x_{i}^{d_{i}} \phi\left(B_{i}\right)}{L}\right], & \text { by (13), } \\
& =\left[\frac{\sum_{i=1}^{t} x_{i}^{d_{i}} B_{i}+L \sum_{i=1}^{t} x_{i}^{d_{i}} B_{i}^{\prime}}{L}\right], & \text { by }(12) \\
& =\left[G+\sum_{i=1}^{t} x_{i}^{d_{i}} B_{i}^{\prime}\right], & \text { by }(11) \\
& =[G] &
\end{array}
$$

Remark 5.3. Observations 5.1 and 5.2 show that in order to find generators for the ideal $I$ of Data 2.1, it suffices to find generators for the ideals $\left(x^{d_{1}}, y^{d_{2}}, z^{d_{3}}\right):(x+y+z)^{d_{4}}$, where $d_{i}=d+\varepsilon_{i}$, for all choices of $\varepsilon_{1}, \varepsilon_{2}, \varepsilon_{3}, \varepsilon_{4} \in\{0,1\}$.

According to Observation 3.13.(d), the ideals of Remark 5.3 all define compressed quotient rings, when the characteristic of $\mathbf{k}$ is zero. Boij has obtained significant information about the graded Betti numbers of compressed quotient rings. In Corollary 5.5, we apply Boij's results to the ideals of Remark 5.3, when the characteristic of $\mathbf{k}$ is zero. When the quotient ring has even socle degree, then the graded Betti numbers are completely described in Corollary 5.5. However, when the quotient ring has odd socle degree, then more work is required in order to give a complete description of the graded Betti numbers. This work is carried out in Proposition 5.7.

Lemma 5.4. Let $\mathbf{k}$ be an arbitrary field, $Q$ be the standard graded polynomial ring $Q=\mathbf{k}[x, y, z]$, and $J$ be a homogeneous ideal in $Q$ which defines a compressed Artinian quotient ring with socle degree $s$. Then the
minimal homogeneous resolution of $Q / J$ by free $Q$-modules has the form

$$
0 \rightarrow Q(-s-3) \rightarrow Q\left(-\frac{s}{2}-2\right)^{s+3} \rightarrow Q\left(-\frac{s}{2}-1\right)^{s+3} \rightarrow Q
$$

if s is even; and

$$
0 \rightarrow Q(-s-3) \longrightarrow \begin{gathered}
Q\left(-\left(\frac{s+1}{2}\right)-1\right)^{v} \\
\oplus\left(-\left(\frac{s+1}{2}\right)-2\right)^{(s+3) / 2}
\end{gathered} \longrightarrow \begin{gathered}
Q\left(-\left(\frac{s+1}{2}\right)\right)^{(s+3) / 2} \\
Q\left(-\left(\frac{s+1}{2}\right)-1\right)^{v}
\end{gathered} \longrightarrow Q
$$

for some non-negative integer $v$, if $s$ is odd.
Proof. Let $t$ be the initial degree of $J$ and $F$ be the minimal homogeneous resolution of $Q / J$ by free $Q$-modules. Apply [2, Prop. 3.2] to see that the beginning of $F$ has the form

$$
Q(-t)^{b_{1}^{\prime}} \oplus Q(-t-1)^{b_{1}^{\prime \prime}} \rightarrow Q
$$

for some non-negative integers $b_{1}^{\prime}$ and $b_{1}^{\prime \prime}$. The socle degree of $Q / J$ is $s$ and the codimension of $Q / J$ is 3 . It follows that the final module in $F$ is $Q(-s-3)$; see 3.9.(e). The complex $F$ is self-dual (see 3.10.2); hence $F$ has the form

$$
0 \rightarrow Q(-s-3) \longrightarrow \begin{gather*}
Q(-s-2+t)^{b_{1}^{\prime \prime}}  \tag{14}\\
\oplus(-s-3+t)^{b_{1}^{\prime}}
\end{gathered} \longrightarrow \begin{gathered}
Q(-t)^{b_{1}^{\prime}} \\
Q(-t-1)^{b_{1}^{\prime \prime}}
\end{gather*} \longrightarrow Q
$$

for some integers $b_{1}^{\prime}$ and $b_{1}^{\prime \prime}$, with $0<b_{1}^{\prime}$ and $0 \leq b_{1}^{\prime \prime}$.
The fact that $Q / J$ is a compressed ring guarantees that $\left\lceil\frac{s+1}{2}\right\rceil \leq t$; see Definition 3.11.1. The complex $F$ is a minimal resolution. The component

$$
Q(-s-3+t)^{b_{1}^{\prime}} \rightarrow Q(-t)^{b_{1}^{\prime}} \oplus Q(-t-1)^{b_{1}^{\prime \prime}}
$$

of $F$ can not be the zero map and can not be a map of constants. Thus,

$$
t<s+3-t \quad \text { and } \quad\left\lceil\frac{s+1}{2}\right\rceil \leq t<\frac{s+3}{2}
$$

It follows that $t=\left\lceil\frac{s+1}{2}\right\rceil$.
If $b_{1}^{\prime \prime}$ is positive, then the component

$$
Q(-s-2+t)^{b_{1}^{\prime \prime}} \rightarrow Q(-t)^{b_{1}^{\prime}} \oplus Q(-t-1)^{b_{1}^{\prime \prime}}
$$

of $F$ can not be the zero map and can not be a map of constants. Thus,

$$
t<s+2-t \quad \text { and } \quad\left\lceil\frac{s+1}{2}\right\rceil \leq t<\frac{s+2}{2}
$$

Of course, this is impossible if $s$ is even. Thus, $b_{1}^{\prime \prime}$ is zero when $s$ is even. In this case, the resolution of $F$ is pure and resolves a Gorenstein quotient ring with a matrix of linear forms in the middle. One may apply the Herzog-Kühl formula [7, Thm. 1] or the Buchsbaum-Eisenbud Theorem [3, Thm. 2.1] to calculate that $b_{1}=s+3$.

If $s$ is odd, then

$$
\begin{aligned}
b_{1}^{\prime} & =H_{Q}(t)-H_{Q / J}(t) \\
& =H_{Q}(t)-H_{Q / J}(s \\
& =H_{Q}(t)-H_{Q}(t-1 \\
& =t+1 .
\end{aligned}
$$

$$
=H_{Q}(t)-H_{Q / J}(s-t), \quad \text { because } Q / J \text { is graded and Gorenstein }
$$

$$
=H_{Q}(t)-H_{Q}(t-1), \quad \text { because } Q / J \text { is compressed and } s-t=t-1<t
$$

Rename $b_{1}^{\prime \prime}$ to be $v$. The proof is complete.
Corollary 5.5. Let $\mathbf{k}$ be a field of characteristic zero, $d$ be a positive integer, and

$$
\begin{array}{ll}
J_{1}=\left(x^{d}, y^{d}, z^{d}\right):(x+y+z)^{d}, & J_{2}=\left(x^{d}, y^{d}, z^{d}\right):(x+y+z)^{d+1} \\
J_{3}=\left(x^{d}, y^{d+1}, z^{d}\right):(x+y+z)^{d+1}, \text { and } & J_{4}=\left(x^{d+1}, y^{d+1}, z^{d}\right):(x+y+z)^{d+1}
\end{array}
$$

be ideals of $Q=\mathbf{k}[x, y, z]$. Then
(a) $J_{2}$ is minimally generated by $2 d-1$ elements of degree $d-1$, and all of the relations on these generators are linear,
(b) $J_{4}$ is minimally generated by $2 d+1$ elements of degree $d$, and all of the relations on these generators are linear,
(c) $J_{1}$ and $J_{3}$ are each minimally generated by $d$ generators of degree $d-1$ and $v$ generators of degree $d$, where $v$ is the dimension of the vector space of linear relations on the generators of degree $d-1$.

Proof. According to Observation 3.13.(d) and (a), each ring $Q / J_{i}$ is compressed and has socle degree $s_{i}$, where $s_{1}=2 d-3, s_{2}=2 d-4, s_{3}=2 d-3$, and $s_{4}=2 d-2$. Apply Lemma 5.4 to obtain the result.

Lemma 5.6 is a key step in the direction of obtaining more precise information about the ideals $J_{1}$ and $J_{3}$ of Corollary 5.5. Item (a) of Lemma 5.6 is a result which probably is of independent interest. It provides a technique for bounding the number of linear relations on a set of homogeneous forms of the same degree in a polynomial ring in three variables over a field.

Lemma 5.6. Let $\mathbf{k}$ be an arbitrary field, $d$ and $m$ be positive integers, and $f_{1}, \ldots, f_{d}$ be homogeneous forms of degree $m$ in $\mathbf{k}[x, y, z]$. Assume that for each $s$, with $1 \leq s \leq d, f_{s}$ has degree exactly $m+1-s$ in $y$ when viewed as an element of $(\mathbf{k}[x, z])[y]$. For each $s$, let $F_{s-1, s}$ in $\mathbf{k}[x, z]$ be the coefficient of $y^{m+1-s}$ in $f_{s}$. Assume further that $F_{s-1, s}$ does not divide $F_{s, s+1}$ in $\mathbf{k}[x, z]$ for any $s$ with $2 \leq s \leq d-1$. Then the following statements hold.
(a) The vector space of linear relations on $f_{1}, \ldots, f_{d}$ has dimension at most one.
(b) Assume that there is a non-zero linear relation on $f_{1}, \ldots, f_{d}$. Let h be a homogeneous form of degree $m+1$ in $\mathbf{k}[x, y, z]$. Assume that $h$ has degree exactly $m+1-d$ in $y$ when viewed as an element of $(\mathbf{k}[x, z])[y]$. Let $H_{d}$ in $\mathbf{k}[x, z]$ be the coefficient of $y^{m+1-d}$ in $h$. Assume that $H_{d}$ is not divisible by $F_{d-1, d}$, then $h \notin\left(f_{1}, \ldots, f_{d}\right)$.

Proof. The hypothesis that $f_{s}$ has degree $m+1-s$ in $y$ for each $s$, with $1 \leq s \leq d$, ensures that $d \leq m+1$.
We first prove (a). Write the polynomial $f_{s}$ in the form

$$
f_{s}=\sum_{\ell=0}^{m+1-s} F_{m-\ell, s} y^{\ell}
$$

with $F_{i, s}$ a homogeneous form in $\mathbf{k}[x, z]$ of degree $i$ and $F_{s-1, s}$ is not zero. Assume that there is a linear relation

$$
\begin{equation*}
\left(a_{1} x+b_{1} y+c_{1} z\right) f_{1}+\ldots+\left(a_{d} x+b_{d} y+c_{d} z\right) f_{d}=0 \tag{15}
\end{equation*}
$$

with $a_{i}, b_{i}$, and $c_{i}$ elements of the field $\mathbf{k}$. We will prove that the relation (15) is completely determined by the choice of $b_{2}$. View the expression on the left hand side of (15) as a polynomial in $y$ with coefficients in $\mathbf{k}[x, z]$. For $0 \leq s \leq d$, the coefficient of $y^{m+1-s}$ in (15) is equal to zero; thus,
(16) $\begin{cases}b_{1} F_{s, 1}=0, & \text { if } s=0, \\ \left(a_{1} x+c_{1} z\right) F_{s-1,1}+\ldots+\left(a_{s} x+c_{s} z\right) F_{s-1, s}+b_{1} F_{s, 1}+\ldots+b_{s} F_{s, s}+b_{s+1} F_{s, s+1}=0, & \text { if } 1 \leq s \leq d-1, \\ \left(a_{1} x+c_{1} z\right) F_{s-1,1}+\ldots+\left(a_{s} x+c_{s} z\right) F_{s-1, s}+b_{1} F_{s, 1}+\ldots+b_{s} F_{s, s}=0, & \text { if } s=d .\end{cases}$

Recall that $F_{0,1}$ is a unit in $\mathbf{k}$. It follows from equation (16), with $s=0$, that $b_{1}=0$. For $s=1$, equation (16) is

$$
\left(a_{1} x+c_{1} z\right) F_{0,1}+b_{1} F_{1,1}+b_{2} F_{1,2}=0
$$

hence

$$
\left(a_{1} x+c_{1} z\right) F_{0,1}+b_{2} F_{1,2}=0
$$

For any fixed choice of $b_{2}$, there is at most once choice of $\left(a_{1}, c_{1}\right) \in \mathbf{k}^{2}$ for which this equation holds.
Fix $b_{2}$. We claim that for every $s$, with $1 \leq s \leq d-1$, the values of $a_{1}, c_{1}, \ldots, a_{s}, c_{s}, b_{1}, \ldots, b_{s}, b_{s+1}$ such that (16) holds are unique. For $s>1$, we prove this by induction on $s$. Assume that $a_{1}, c_{1}, \ldots, a_{s-1}, c_{s-1}, b_{1}$, $\ldots, b_{s-1}, b_{s}$ are uniquely determined. We solve for $a_{s}, c_{s}, b_{s+1}$ so that (16) holds. Let

$$
G_{s}=\left(a_{1} x+c_{1} z\right) F_{s-1,1}+\ldots+\left(a_{s-1} x+c_{s-1} z\right) F_{s-1, s-1}+b_{1} F_{s, 1}+\ldots+b_{s} F_{s, s}
$$

The inductive hypothesis ensures that all the coefficients of $G_{s}$ have been solved for uniquely in terms of the value of $b_{2}$. Apply (16) to see that

$$
\begin{equation*}
G_{s}+b_{s+1} F_{s, s+1}=-\left(a_{s} x+c_{s} z\right) F_{s-1, s} \tag{17}
\end{equation*}
$$

Therefore the value of $b_{s+1}$ is such that $G_{s}+b_{s+1} F_{s, s+1}$ is divisible by $F_{s-1, s}$. The fact that $F_{s, s+1}$ is not divisible by $F_{s-1, s}$ implies that there is a nonzero remainder when $F_{s, s+1}$ is divided by $F_{s-1, s}$. (These are homogeneous polynomials in two variable; they can be translated into polynomials in one variable $T=z / x$ by de-homogenization, so the notion of remainder makes sense.) Let $R_{s}$ be this remainder. There is at most one value of $b_{s+1}$ that makes $b_{s+1} R_{s}$ equal to the remainder obtained when $G_{s}$ is divided by $F_{s-1, s}$. Once $b_{s+1}$ has been found, $a_{s}$ and $c_{s}$ are obtained by dividing both sides of (17) by $F_{s-1, s}$.

When $s=d$, Equation (16) becomes

$$
\left(a_{1} x+c_{1} z\right) F_{d-1,1}+\ldots+\left(a_{d-1} x+c_{d-1} z\right) F_{d-1, d-1}+\left(a_{d} x+c_{d} z\right) F_{d-1, d}+b_{1} F_{d, 1}+\cdots+b_{d} F_{d, d}=0
$$

Since there is at most one solution (once $b_{2}$ has been fixed) for $a_{1}, c_{1}, \ldots, a_{d-1}, c_{d-1}, b_{1}, \ldots, b_{d}$ that solve the previous equations, it follows that there are also unique values of $a_{d}, c_{d}$ that make this term equal to zero. This concludes the proof of part (a).

For part (b), fix $b_{2}$ as above and assume that there is a (unique) solution for $a_{1}, c_{1}, \ldots, a_{d-1}, c_{d-1}, b_{1}, \ldots$, $b_{d-1}, b_{d}$ that satisfy (16) for all $1 \leq s \leq d-1$. The assumption that there is a non-zero linear relation on $f_{1}, \ldots$, $f_{d}$ means that for these values of $a_{1}, c_{1}, \ldots, a_{s-1}, c_{s-1}, b_{1}, \ldots, b_{s-1}, b_{s}$, there are values for $a_{d}, c_{d}$ such that

$$
\begin{equation*}
\left(a_{1} x+c_{1} z\right) F_{d-1,1}+\ldots+\left(a_{d-1} x+c_{d-1} z\right) F_{d-1, d-1}+\left(a_{d} x+c_{d} z\right) F_{d-1, d}+b_{1} F_{d, 1}+\cdots+b_{d} F_{d, d}=0 \tag{18}
\end{equation*}
$$

Assume, by way of contradiction, that $h \in\left(f_{1}, \ldots, f_{d}\right)$. It follows that there exist constants $a_{i}^{\prime}, b_{i}^{\prime}$, and $c_{i}^{\prime}$ with

$$
\begin{equation*}
\left(a_{1}^{\prime} x+b_{1}^{\prime} y+c_{1}^{\prime} z\right) f_{1}+\ldots+\left(a_{d}^{\prime} x+b_{d}^{\prime} y+c_{d}^{\prime} z\right) f_{d}=h \tag{19}
\end{equation*}
$$

The degree of $h$ in the variable $y$ is $m+1-d$; hence the coefficients of $y^{m+1}, y^{m}, \ldots, y^{m+2-d}$ in (19) must be zero. Therefore, $b_{1}^{\prime}=0$, and $a_{1}^{\prime}, c_{1}^{\prime}, \ldots, a_{d-1}^{\prime}, c_{d-1}^{\prime}, b_{1}^{\prime}, \ldots, b_{d-1}^{\prime}, b_{d}^{\prime}$ satisfy the equations (16) for all $1 \leq s \leq d-1$. Choose $b_{2}=b_{2}^{\prime}$. It follows that $a_{i}=a_{i}^{\prime}$ and $c_{i}=c_{i}^{\prime}$ for $1 \leq i \leq d-1$, and $b_{i}=b_{i}^{\prime}$ for $1 \leq i \leq d$.

The coefficient of $y^{m+1-d}$ in (19) is

$$
\left(a_{1} x+c_{1} z\right) F_{d-1, d}+\ldots+\left(a_{d-1} x+c_{d-1} z\right) F_{d-1, d-1}+\left(a_{d}^{\prime} x+c_{d}^{\prime} z\right) F_{d-1, d}+b_{1} F_{d, 1}+\cdots+b_{d} F_{d, d}=H_{d}
$$

Compare the most recent equation with (18) in order to see that

$$
H_{d}=\left(\left(a_{d}^{\prime}-a_{d}\right) x+\left(c_{d}^{\prime}-c_{d}\right) z\right) F_{d-1, d}
$$

which contradicts the hypothesis that $H_{d}$ is not divisible by $F_{d-1, d}$.
Proposition 9.1 gives explicit elements of degree $d-1$ for the ideals $J_{1}$ and $J_{3}$ of Corollary 5.5. (The proof of Proposition 9.1 is fairly long, but it is self-contained and is given in Section 9.) Once these explicit generators are found one may apply Lemma 5.6 in order to bound the number of linear relations on these generators. As a consequence, one learns a complete minimal generating set for these ideals and all of the graded Betti numbers in a minimal resolution of these ideals.

It is convenient to record the polynomials $\left\{f_{j, \varepsilon}\right\}$ of Proposition 9.1 at this point. Let $j, d, \varepsilon$, and $\sigma$ be integers with

$$
1 \leq j \leq d, \quad 0 \leq \varepsilon \leq 1, \quad \text { and } \quad j-1 \leq \sigma \leq d-1
$$

Let

$$
\begin{equation*}
F_{\sigma, j, \varepsilon}=\sum_{k=0}^{j-1}(-1)^{\sigma+k}\binom{d-1-k}{d-j}\binom{d-1-\sigma+k}{k}\binom{\sigma+\varepsilon}{j-1+\varepsilon} x^{k} z^{\sigma-k} \tag{20}
\end{equation*}
$$

and

$$
\begin{equation*}
f_{j, \varepsilon}=\sum_{s=j-1}^{d-1} F_{s, j, \varepsilon} y^{d-1-s} \tag{21}
\end{equation*}
$$

Proposition 5.7. Let $\mathbf{k}$ be a field of characteristic zero and $d$ be a positive integer. For integers $j$ and $\varepsilon$, with $1 \leq j \leq d$ and $0 \leq \varepsilon \leq 1$, let $f_{j, \varepsilon}$ be the polynomial of (21) viewed as an element of $\mathbf{k}[x, y, z]$. Then

$$
\left(x^{d}, y^{d+\varepsilon}, z^{d}\right):(x+y+z)^{d+\varepsilon} \text { is minimally generated by } \begin{cases}f_{1, \varepsilon}, \ldots, f_{d, \varepsilon}, & \text { if } d \text { is odd, and } \\ f_{1, \varepsilon}, \ldots, f_{d, \varepsilon}, z^{d}, & \text { if } d \text { is even }\end{cases}
$$

as an ideal in $\mathbf{k}[x, y, z]$.
Proof. Fix $\varepsilon$. Recall that the ideal $\left(x^{d}, y^{d+\varepsilon}, z^{d}\right):(x+y+z)^{d+\varepsilon}$ is called $J_{1+2 \varepsilon}$ in Corollary 5.5. The inclusion $\left(f_{1, \varepsilon}, \ldots, f_{d, \varepsilon}\right) \subseteq J_{1+2 \varepsilon}$ is established in Proposition 9.1. We verify that $f_{1, \varepsilon}, \ldots, f_{d, \varepsilon}$ satisfy the hypothesis in Lemma 5.6.(a). That is, we verify that $F_{s, s+1, \varepsilon}$ is not divisible by $F_{s-1, s, \varepsilon}$ for $2 \leq s \leq d-1$, where the $F$ 's are given in (20):

$$
\begin{aligned}
F_{s, s+1, \varepsilon} & =\sum_{k=0}^{s}(-1)^{s-k}\binom{d-1-k}{d-s-1}\binom{d-1-s+k}{k} x^{k} z^{s-k} \\
& =\left[(-1)^{s}\binom{d-1}{d-s-1} z^{s}+\ldots-(d-s)\binom{d-2}{s-1} x^{s-1} z+\binom{d-1}{s} x^{s}\right] \quad \text { and } \\
F_{s-1, s, \varepsilon} & =\left[(-1)^{s-1}\binom{d-1}{d-s} z^{s-1}+\ldots-(d-s+1)\binom{d-2}{s-2} x^{s-2} z+\binom{d-1}{s-1} x^{s-1}\right] .
\end{aligned}
$$

Assume, by way of contradiction, that $F_{s-1, s, \varepsilon}$ divides $F_{s, s+1, \varepsilon}$, and write

$$
\begin{equation*}
(a x+b z) F_{s-1, s, \varepsilon}=F_{s, s+1, \varepsilon} \tag{22}
\end{equation*}
$$

with $a, b \in \mathbf{k}$. Compare the coefficients of $z^{s}, x^{s}$, and $x^{s-1} z$ in equation (22) and conclude that

$$
\begin{align*}
b(-1)^{s-1}\binom{d-1}{d-s} & =(-1)^{s}\binom{d-1}{d-s-1},  \tag{23}\\
a\binom{d-1}{s-1} & =\binom{d-1}{s}, \quad \text { and }  \tag{24}\\
-a(d-s+1)\binom{d-2}{s-2}+b\binom{d-1}{s-1} & =-(d-s)\binom{d-2}{s-1} . \tag{25}
\end{align*}
$$

To complete the calculation, we use two identities about binomial coefficients which hold for all integers $a$ and $b$ :

$$
\begin{align*}
b\binom{a}{b} & =\binom{a}{b-1}(a-b+1) \quad \text { and }  \tag{26}\\
\binom{a}{b}+\binom{a}{b+1} & =\binom{a+1}{b+1} . \tag{27}
\end{align*}
$$

Apply (26) to (23) and (24) to see that

$$
a=-b=\frac{d-s}{s}
$$

(The relevant numbers are non-zero because $2 \leq s \leq d-1$.) Multiply both sides of (25) by $-s /(d-s)$ and use (27) to see that

$$
(d-s+1)\binom{d-2}{s-2}+\left(\binom{d-2}{s-2}+\binom{d-2}{s-1}\right)=s\binom{d-2}{s-1}
$$

It follows that

$$
(d-s+2)\binom{d-2}{s-2}=(s-1)\binom{d-2}{s-1}
$$

Apply (26) again to obtain

$$
(d-s+2)\binom{d-2}{s-2}=\binom{d-2}{s-2}(d-s)
$$

Thus, $2\binom{d-2}{s-2}=0$; which of course is a contradiction because $2 \leq s \leq d-1$. The claim that $F_{s, s+1, \varepsilon}$ is not divisible by $F_{s-1, s, \varepsilon}$, for $2 \leq s \leq d-1$, is verified.

Apply Lemma 5.6.(a) to see that the vector space of linear relations on $f_{1, \varepsilon}, \ldots, f_{d, \varepsilon}$ has dimension at most one. Therefore, according to Corollary 5.5, the ideal $J_{1+2 \varepsilon}$, has at most one minimal generator of degree $d$ and either

$$
\begin{equation*}
\left\{f_{i, \varepsilon} \mid 1 \leq i \leq d\right\} \quad \text { or } \quad\left\{f_{i, \varepsilon} \mid 1 \leq i \leq d\right\} \cup\{h\} \tag{28}
\end{equation*}
$$

for some homogeneous form $h$ of degree $d$, is a minimal generating set for $J_{1+2 \varepsilon}$. However, $J_{1+2 \varepsilon}$ is a grade three Gorenstein ideal, therefore, $J_{1+2 \varepsilon}$ has an odd number of minimal generators (see [24] or [3, Cor. 2.2]). If $d$ is odd, then $J_{1+2 \varepsilon}$ is equal to the left hand candidate from (28). If $d$ is even, then $J_{1+2 \varepsilon}$ is equal to the right hand candidate from (28), and, according to Corollary 5.5 , there is a non-zero relation on $f_{1, \varepsilon}, \ldots, f_{d, \varepsilon}$. When $d$ is even, we apply Lemma 5.6.(b) to see that $z^{d} \notin\left(f_{1, \varepsilon}, \ldots, f_{d, \varepsilon}\right)$. (It is clear that $z^{d}$ is not divisible by $\left.F_{d-1, d, \varepsilon}=z^{d-1}+\cdots+x^{d-1}\right)$. On the other hand, it is obvious that $z^{d} \in J_{1+2 \varepsilon}$. When $d$ is even, the vector space $\left[J_{1+2 \varepsilon} /\left(f_{1, \varepsilon}, \ldots, f_{d, \varepsilon}\right)\right]_{d}$ has dimension one, and $h$ in (28) may be taken to be $z^{d}$. The proof is complete.
Corollary 5.8. Let $\mathbf{k}$ be a field of characteristic zero, $P$ be the standard graded polynomial ring $P=\mathbf{k}[x, y, z, w]$, $d$ be a positive integer, and $\varepsilon_{1}, \varepsilon_{2}, \varepsilon_{3}$, and $\varepsilon_{4}$ be elements of $\{0,1\}$. Then the ideal

$$
\begin{equation*}
\left(x^{d+\varepsilon_{1}}, y^{d+\varepsilon_{2}}, z^{d+\varepsilon_{3}}, w^{d+\varepsilon_{4}}\right):(x+y+z+w) \tag{29}
\end{equation*}
$$

of $P$ is minimally generated by
(a) $x^{d+\varepsilon_{1}}, y^{d+\varepsilon_{2}}, z^{d+\varepsilon_{3}}, w^{d+\varepsilon_{4}}$, and d additional generators of degree $2 d-2$, when $\sum_{i=1}^{4} \varepsilon_{i}=0$, for $2 \leq d$;
(b) $x^{d+\varepsilon_{1}}, y^{d+\varepsilon_{2}}, z^{d+\varepsilon_{3}}, w^{d+\varepsilon_{4}}$, and $2 d-1$ additional generators of degree $2 d-1$, when $\sum_{i=1}^{4} \varepsilon_{i}=1$, for $2 \leq d$;
(c) $x^{d+\varepsilon_{1}}, y^{d+\varepsilon_{2}}, z^{d+\varepsilon_{3}}, w^{d+\varepsilon_{4}}$, and d additional generators of degree $2 d-1$, when $\sum_{i=1}^{4} \varepsilon_{i}=2$, for $2 \leq d$; and
(d) $x^{d+\varepsilon_{1}}, y^{d+\varepsilon_{2}}, z^{d+\varepsilon_{3}}, w^{d+\varepsilon_{4}}$, and $2 d$ additional generators of degree $2 d$, when $\sum_{i=1}^{4} \varepsilon_{i}=3$.

Remark. Note that the result is symmetric in $x, y, z, w$.
Proof. The assertion follows from Observation 5.2, Corollary 5.5, and Proposition 5.7. When one applies the technique of Observation 5.2 to the modules of Corollary 5.5 it is important to notice that a minimal generating set of $J_{2}$ represents a minimal generating set of $J_{2} /\left(x^{d}, y^{d}, z^{d}\right)$; however, $z^{d}$ never represents a minimal generator of $J_{4} /\left(x^{d+1}, y^{d+1}, z^{d}\right), J_{1} /\left(x^{d}, y^{d}, z^{d}\right)$, or $J_{3} /\left(x^{d}, y^{d+1}, z^{d}\right)$, even though $z^{d}$ is always a minimal generator of $J_{4}$ and sometimes is part of a minimal generating set of $J_{1}$ or $J_{3}$, as described in Proposition 5.7.

Remark 5.9. If $d=1$, then the elements of (a), (b), and (c) continue to generate the ideal (29); however, they do not form a minimal generating set. We return to this theme in the proof of Proposition 5.12.

Recall the data of 2.1. Proposition 5.1 and Corollary 5.8 combine to describe a list of generators for the ideal

$$
I=\left(x^{N}, y^{N}, z^{N}, w^{N}\right):\left(x^{n}+y^{n}+z^{n}+w^{n}\right)
$$

of the standard graded polynomial ring $P=\mathbf{k}[x, y, z, w]$, where $\mathbf{k}$ is a field of characteristic zero. Propositions 5.10 and 5.11 remove redundant elements from the list. A minimal generating set for $I$ is given in Proposition 5.12.

Proposition 5.10. Let $\mathbf{k}$ be a field of characteristic zero. Recall the data of 2.1. The generators of $I$ on the list given in Proposition 5.1 that are obtained when $\sum_{i=1}^{4} \varepsilon_{i}=1$ are redundant.
Proof. We show that these generators are linear combinations of the generators listed in Proposition 5.1 that are obtained when $\sum_{i=1}^{4} \varepsilon_{i}=2$.

Consider $\varepsilon_{1}=\varepsilon_{2}=\varepsilon_{3}=0, \varepsilon_{4}=1$. The other cases are similar. We claim that

$$
\begin{equation*}
\left(x^{d}, y^{d}, z^{d}, w^{d+1}\right): f \subseteq\left(\left(x^{d+1}, y^{d}, z^{d}, w^{d+1}\right): f\right)+\left(\left(x^{d}, y^{d+1}, z^{d}, w^{d+1}\right): f\right) \tag{30}
\end{equation*}
$$

Once we establish Claim (30), then a generator of $I$ of the form $(x y z)^{r} g^{[n]}$, with $g \in\left(x^{d}, y^{d}, z^{d}, w^{d+1}\right): f$, can be written as

$$
(x y z)^{r} g^{[n]}=x^{r}\left(y^{r} z^{r} h^{[n]}\right)+y^{r}\left(x^{r} z^{r} k^{[n]}\right)
$$

with $h \in\left(x^{d+1}, y^{d}, z^{d}, w^{d+1}\right): f$ and $k \in\left(x^{d}, y^{d+1}, z^{d}, w^{d+1}\right): f$ such that $g=h+k$. In order to prove the claim, recall from Observation 5.2 that every $g \in\left(x^{d}, y^{d}, z^{d}, w^{d+1}\right): f$ can be written as $g=p g_{0}$, plus an element of $\left(x^{d}, y^{d}, z^{d}, w^{d+1}\right)$, where $g_{0}$ is in $\left(x^{d}, y^{d}, z^{d}\right):(x+y+z)^{d+1}$ and $p$ is the polynomial

$$
\begin{equation*}
p=\left(w^{d+1}-(-(x+y+z))^{d+1}\right) /(x+y+z+w) \tag{31}
\end{equation*}
$$

It is therefore sufficient to prove

$$
\begin{equation*}
\left(x^{d}, y^{d}, z^{d}\right):(x+y+z)^{d+1}=\left(\left(x^{d+1}, y^{d}, z^{d}\right):(x+y+z)^{d+1}\right)+\left(\left(x^{d}, y^{d+1}, z^{d}\right):(x+y+z)^{d+1}\right) . \tag{32}
\end{equation*}
$$

The inclusion $\supseteq$ is obvious. We know from Corollary 5.5 that $J_{2}=\left(x^{d}, y^{d}, z^{d}\right):(x+y+z)^{d+1}$ is minimally generated by $2 d-1$ elements of degree $d-1$; consequently, it is enough to show that the inclusion $\subseteq$ claimed in (32) holds for the graded components of degree $d-1$. We know from Corollary 5.5 that the graded component of degree $d-1$ of each ideal on the right hand side of (32) has dimension $d$. By the inclusion-exclusion formula for vector space dimensions, it is enough to show that the $d-1$ graded component of

$$
\begin{equation*}
\left(\left(x^{d+1}, y^{d}, z^{d}\right):(x+y+z)^{d+1}\right) \cap\left(\left(x^{d}, y^{d+1}, z^{d}\right):(x+y+z)^{d+1}\right) \tag{33}
\end{equation*}
$$

has dimension at most one. Observe that the ideal of (33) is equal to

$$
\begin{equation*}
\left(x^{d+1}, y^{d+1}, x^{d} y^{d}, z^{d}\right):(x+y+z)^{d+1} \tag{34}
\end{equation*}
$$

Let $u, v$ be two elements in (34) of degree $d-1$. Observe that

$$
u(x+y+z)^{d+1} \equiv \alpha x^{d} y^{d} \quad \text { and } \quad v(x+y+z)^{d+1} \equiv \beta x^{d} y^{d} \quad \bmod \left(x^{d+1}, y^{d+1}, z^{d}\right),
$$

for some $\alpha, \beta \in \mathbf{k}$. Therefore, $\beta u-\alpha v \in\left(x^{d+1}, y^{d+1}, z^{d}\right):(x+y+z)^{d+1}$. We know from Corollary 5.5 that the ideal $J_{4}=\left(x^{d+1}, y^{d+1}, z^{d}\right):(x+y+z)^{d+1}$ is generated in degree $d$, and therefore $\beta u-\alpha v=0$ as desired.

Proposition 5.11. Let $\mathbf{k}$ be a field of characteristic zero. Recall the data of 2.1. The generators of I on the list given in Proposition 5.1 that are obtained when $\sum_{i=1}^{4} \varepsilon_{i}=3$ are redundant.
Proof. We show that these generators are linear combinations of the generators listed in Proposition 5.1 that are obtained when $\sum_{i=1}^{4} \varepsilon_{i}=2$ and $\sum_{i=1}^{4} \varepsilon_{i}=4$.

Consider $\varepsilon_{1}=\varepsilon_{2}=\varepsilon_{4}=1, \varepsilon_{3}=0$. The other cases are similar. We claim that

$$
\begin{equation*}
\left(x^{d+1}, y^{d+1}, z^{d}, w^{d+1}\right): f \subseteq x\left[\left(x^{d}, y^{d+1}, z^{d}, w^{d+1}\right): f\right]+\left(x^{d+1}, y^{d+1}, z^{d+1}, w^{d+1}\right): f . \tag{35}
\end{equation*}
$$

Once we establish Claim (35), then a generator of $I$ of the form $z^{r} g^{[n]}$, with $g \in\left(x^{d+1}, y^{d+1}, z^{d}, w^{d+1}\right): f$ can be written as

$$
z^{r} g^{[n]}=x^{n-r}\left(x^{r} z^{r} h^{[n]}\right)+z^{r} k^{[n]},
$$

with

$$
h \in\left(x^{d}, y^{d+1}, z^{d}, w^{d+1}\right): f \quad \text { and } \quad k \in\left(x^{d+1}, y^{d+1}, z^{d+1}, w^{d+1}\right): f
$$

In order to prove the claim, recall from Observation 5.2 that every $g \in\left(x^{d+1}, y^{d+1}, z^{d}, w^{d+1}\right): f$ can be written as $g=p g_{0}$, plus an element of $\left(x^{d+1}, y^{d+1}, z^{d}, w^{d+1}\right)$, where $g_{0} \in\left(x^{d+1}, y^{d+1}, z^{d}\right):(x+y+z)^{d+1}$ and $p$ is given in (31). It is therefore sufficient to prove

$$
\left(x^{d+1}, y^{d+1}, z^{d}\right):(x+y+z)^{d+1}=\left\{\begin{array}{c}
x\left[\left(x^{d}, y^{d+1}, z^{d}\right):(x+y+z)^{d+1}\right]  \tag{36}\\
+\left(x^{d+1}, y^{d+1}, z^{d+1}\right):(x+y+z)^{d+1}
\end{array}\right.
$$

The inclusion $\supseteq$ is obvious. We know from Corollary 5.5 that $J_{4}=\left(x^{d+1}, y^{d+1}, z^{d}\right):(x+y+z)^{d+1}$ is minimally generated by $2 d+1$ elements of degree $d$; consequently, it suffices to show that the inclusion $\subseteq$ claimed in (36) holds for the graded components of degree $d$.

The first ideal on the right hand side of (36) is $x J_{3}$, whose degree $d$ component has dimension $d$, and the second ideal on the right hand side of (36) is the version of $J_{1}$ obtained when $d+1$ is used in the role of $d$, and therefore its degree $d$ component has dimension $d+1$. We count vector space dimension. It suffices to show that

$$
\begin{equation*}
x\left[\left(x^{d}, y^{d+1}, z^{d}\right):(x+y+z)^{d+1}\right] \cap\left[\left(x^{d+1}, y^{d+1}, z^{d+1}\right):(x+y+z)^{d+1}\right] \tag{37}
\end{equation*}
$$

$$
\begin{array}{llll}
x^{N} \in P_{m_{(d, r, 0,0,0}}, & & \\
y^{N} \in P_{m_{(d, 0, r, 0)}}, & & & \\
z^{N} \in P_{m_{(d, 0,0, r, 0)}}, & & \\
w^{N} \in P_{m_{(d, 0,0,0, r}}, & & \\
(x y z w)^{r} a_{i}^{[n]} \in P_{m_{(2 d-2, r, r, r, r)},}, & \text { for } 1 \leq i \leq d, & a_{i} \in\left(x^{d}, y^{d}, z^{d}, w^{d}\right): f, & \text { and } \operatorname{deg}\left(a_{i}\right)=2 d-2, \\
(z w)^{r} b_{1 i}^{[n]} \in P_{m_{(2 d-1,0,0, r, r)}}, & \text { for } 1 \leq i \leq d, & b_{1 i} \in\left(x^{d+1}, y^{d+1}, z^{d}, w^{d}\right): f & \text { and } \operatorname{deg}\left(b_{1 i}\right)=2 d-1, \\
(y w)^{r} b_{2 i}^{[n]} \in P_{m_{(2 d-1,0, r, r)},}, & \text { for } 1 \leq i \leq d, & b_{2 i} \in\left(x^{d+1}, y^{d}, z^{d+1}, w^{d}\right): f & \text { and } \operatorname{deg}\left(b_{2 i}\right)=2 d-1, \\
(x w)^{r} b_{3 i}^{[n]} \in P_{m_{(2 d-1, r, 0, r)}}, & \text { for } 1 \leq i \leq d, & b_{3 i} \in\left(x^{d}, y^{d+1}, z^{d+1}, w^{d}\right): f & \text { and } \operatorname{deg}\left(b_{3 i}\right)=2 d-1, \\
(y z)^{r} b_{4 i}^{[n]} \in P_{m_{(2 d-1,0, r, r, 0)}}, & \text { for } 1 \leq i \leq d, & b_{4 i} \in\left(x^{d+1}, y^{d}, z^{d}, w^{d+1}\right): f & \text { and } \operatorname{deg}\left(b_{4 i}\right)=2 d-1, \\
(x z)^{r} b_{5 i}^{[n]} \in P_{m_{(2 d-1, r, 0, r, 0)}}, & \text { for } 1 \leq i \leq d, & b_{4 i} \in\left(x^{d}, y^{d+1}, z^{d}, w^{d+1}\right): f & \text { and } \operatorname{deg}\left(b_{5 i}\right)=2 d-1, \\
(x y)^{r} b_{6 i}^{[n]} \in P_{m_{(2 d-1, r, r, 0,0)}}, & \text { for } 1 \leq i \leq d, & b_{6 i} \in\left(x^{d}, y^{d}, z^{d+1}, w^{d+1}\right): f & \text { and } \operatorname{deg}\left(b_{6 i}\right)=2 d-1, \\
c_{i}^{[n]} \in P_{m_{(2 d, 0,0,0,0)},} & \text { for } 1 \leq i \leq d+1, & c_{i} \in\left(x^{d+1}, y^{d+1}, z^{d+1}, w^{d+1}\right): f, & \text { and } \operatorname{deg}\left(c_{i}\right)=2 d
\end{array}
$$

TABLE 1. The multi-homogeneous generating set for $I$ as described in Proposition 5.12.
has no elements of degree $d$.
On the other hand, this assertion is obvious. Any homogeneous element of (37) of degree $d$ has the form $x u$ with $u$ a homogeneous element of $\left(x^{d}, y^{d+1}, z^{d+1}\right):(x+y+z)^{d+1}$ of degree $d-1$, because, $x, y^{d+1}, z^{d+1}$ is a regular sequence in $\mathbf{k}[x, y, z]$. It follows from Corollary 5.5 (or [21, Thm. 5]) that $u=0$.
Proposition 5.12. Adopt the data of 2.1, 2.2, and 3.4, with $\mathbf{k}$ a field of characteristic zero. The generators on the list given in Proposition 5.1 that are obtained when $\sum_{i=1}^{4} \varepsilon_{i}$ is equal to 0,2 and 4 , together with $x^{N}, y^{N}, z^{N}, w^{N}$, form a minimal set of generators for the ideal I.

Proof. Apply Propositions 5.8, 5.10, and 5.11 to see that the multi-homogeneous elements listed in Table 1 generate $I$. The polynomials $a_{i}, b_{h i}$, and $c_{i}$ in $P$, from Table 1 , all are homogeneous. The polynomials $a_{1}, \ldots, a_{d}$ are linearly independent; as are the polynomials $b_{h 1}, \ldots, b_{h d}$, for each $h$, and the polynomials $c_{1}, \ldots, c_{d+1}$. We prove that the list of generators given in Table 1 is a minimal generating set for $I$.

Notice that if $m_{1}$ and $m_{2}$ are distinct elements of $\mathbf{M}$ selected from

$$
\left\{\begin{array}{lllc}
m_{(2 d-2, r, r, r, r)}, & m_{(2 d-1,0,0, r, r)}, & m_{(2 d-1,0, r, 0, r)}, & m_{(2 d-1, r, 0,0, r)}  \tag{38}\\
m_{(2 d-1,0, r, r, 0)}, & m_{(2 d-1, r, 0, r, 0)}, & m_{(2 d-1, r, r, 0,0)}, & m_{(2 d, 0,0,0,0)}
\end{array}\right\}
$$

then $P_{m_{1}-m_{2}}=0$. For example,

$$
\begin{aligned}
& P_{m_{(2 d, 0,0,0,0)}-m_{(2 d-1, r, r, 0,0)}}=P_{m_{(-1, n-r, n-r, 0,0)}}=0, \\
& P_{(2 d, 0,0,0,0)}-m_{(2 d-2, r, r, r)}=P_{m_{(-2, n-r, n-r, n-r, n-r)}}=0, \\
& P_{(2 d-1, r, r, 0)}-m_{(2 d-1, r, 0, r, 0)}=P_{m_{(-1,0, r, n-r, 0)}}=0, \text { and } \\
& P_{m_{(2 d-1, r, r, 0,0)}-m_{(2 d-2, r, r, r)}}=P_{m_{(-1,0,0, n-r, n-r)}}=0
\end{aligned}
$$

As a consequence, any relation, on the generators of Table 1, which has a non-zero constant coefficient, can only involve the generators, $x^{N}, y^{N}, z^{N}, w^{N}$ and generators from one of the multi-degrees from the list (38).

Proposition 5.8 establishes that
5.12.1. $x^{d}, y^{d}, z^{d}, w^{d}, a_{1}, \ldots, a_{d}$ is a minimal generating set for the ideal $\left(x^{d}, y^{d}, z^{d}, w^{d}, a_{1}, \ldots, a_{d}\right)$, provided $2 \leq d$;
5.12.2. $x^{d}, y^{d}, z^{d}, w^{d}, b_{h 1}, \ldots, b_{h d}$ is a minimal generating set for the ideal $\left(x^{d}, y^{d}, z^{d}, w^{d}, b_{h 1}, \ldots, b_{h d}\right)$, for each $h$, provided $2 \leq d$; and
5.12.3. $x^{d}, y^{d}, z^{d}, w^{d}, c_{1}, \ldots, c_{d+1}$ is a minimal generating set for the ideal $\left(x^{d}, y^{d}, z^{d}, w^{d}, c_{1}, \ldots, c_{d+1}\right)$, for $1 \leq d$.

It quickly follows that none of the generators from Table 1 is redundant, except possibly when $d=1$. Indeed, for example, if

$$
\begin{equation*}
\lambda_{1} x^{N}+\lambda_{2} y^{N}+\lambda_{3} z^{N}+\lambda_{4} w^{N}+(x y z w)^{r} a^{[n]}=0 \tag{39}
\end{equation*}
$$

in $P_{m_{(2 d-2, r, r, r)}}$ is a multi-homogeneous equation with

$$
\lambda_{1} \in P_{m_{(d-2,0, r, r)},}, \quad \lambda_{2} \in P_{m_{(d-2, r, 0, r)},}, \quad \lambda_{3} \in P_{m_{(d-2, r, r, 0, r)}}, \quad \lambda_{4} \in P_{m_{(d-2, r, r, r, 0)}}
$$

and some $\mathbf{k}$-linear combination of $a$ of $a_{1}, \ldots, a_{d}$ in $P_{2 d-2}$, then

$$
\lambda_{1}=y^{r} z^{r} w^{r} \mu_{1}^{[n]}, \quad \lambda_{2}=x^{r} z^{r} w^{r} \mu_{2}^{[n]}, \quad \lambda_{3}=x^{r} y^{r} w^{r} \mu_{3}^{[n]}, \quad \text { and } \quad \lambda_{4}=x^{r} y^{r} z^{r} \mu_{4}^{[n]},
$$

for some $\mu_{i} \in P_{d-2}$. The polynomial ring $P$ is a domain; hence (39) implies

$$
\mu_{1}^{[n]}\left(x^{d}\right)^{[n]}+\mu_{2}^{[n]}\left(y^{d}\right)^{[n]}+\mu_{3}^{[n]}\left(z^{d}\right)^{[n]}+\mu_{4}^{[n]}\left(w^{d}\right)^{[n]}+a^{[n]}=0
$$

The homomorphism $g \mapsto g^{[n]}$ is an injection. Apply (5.12.1) to conclude that the coefficients of $a$ as a k-linear combination of $a_{1}, \ldots, a_{d}$ are all zero.

If $d=1$, then the polynomial $a_{1}$ of Table 1 is $a_{1}=1$. It is not true that $x, y, z, w, 1$ is a minimal generating set for the ideal $(x, y, z, w, 1)$; but it is true, and obvious, that $x^{n+r}, y^{n+r}, z^{n+r}, w^{n+r},(x y z w)^{r}$ is a minimal generating set for the ideal $\left(x^{n+r}, y^{n+r}, z^{n+r}, w^{n+r},(x y z w)^{r}\right)$. Also, if $d=1$, then the polynomial $b_{11}$ of Table 1 is $b_{11}=x-y$. It is not true that $x, y, z, w, x-y$ is a minimal generating set for the ideal $(x, y, z, w, x-y)$; but it is true, and obvious, that $x^{n+r}, y^{n+r}, z^{n+r}, w^{n+r}, z^{r} w^{r}\left(x^{n}-y^{n}\right)$ is a minimal generating set for the ideal $\left(x^{n+r}, y^{n+r}, z^{n+r}, w^{n+r}, z^{r} w^{r}\left(x^{n}-y^{n}\right)\right)$. When $d=1$, one can treat $b_{h 1}$, for all $h$ in the same manner.

## 6. THE MAIN THEOREM.

Adopt the language of 2.1 and 2.2 with $\mathbf{k}$ a field of characteristic zero. Theorem 6.2 gives the multi-graded Betti numbers in the minimal homogeneous resolution of $P / I$ by free $P$-modules.

Notation 6.1. In the statement of Theorem 6.2, each of the symbols $e_{1}, e_{2}, e_{3}$, and $e_{4}$, is either the integer 0 or the integer 1. The sums $\oplus_{\sum e_{i}=0}, \oplus_{\sum e_{i}=1}, \oplus_{\sum e_{i}=2}, \oplus_{\sum e_{i}=3}$, and $\oplus_{\sum e_{i}=4}$, have $1,4,6,4$, and 1 summand respectively. In particular, for example, the sum $\oplus_{\sum e_{i}=2}$ has six summands; these summands correspond to $\left(e_{1}, e_{2}, e_{3}, e_{4}\right)$ equal to $(1,1,0,0),(1,0,1,0),(1,0,0,1),(0,1,1,0),(0,1,0,1)$, and $(0,0,1,1)$.

The notation $m_{\left(k, \rho_{1}, \rho_{2}, \rho_{3}, \rho_{4}\right)}$ is explained in 3.4.
Theorem 6.2. Let $\mathbf{k}$ be a field of characteristic zero, $n, d$, and $r$ be positive integers, with $r<n, N$ be the integer $N=d n+r, P$ be the standard graded polynomial ring $P=\mathbf{k}[x, y, z, w], I$ be the ideal

$$
I=\left(x^{N}, y^{N}, z^{N}, w^{N}\right):\left(x^{n}+y^{n}+z^{n}+w^{n}\right)
$$

of $P$, and $R$ be the quotient ring $R=P / I$. Give $P$ the multi-grading of Definition 2.2. Then the minimal multi-homogeneous resolution of $R$ by free $P$-modules has the form

$$
F: \quad 0 \rightarrow F_{4} \rightarrow F_{3} \rightarrow F_{2} \rightarrow F_{1} \rightarrow F_{0}
$$

with $F_{0}=P$,

$$
\begin{aligned}
& F_{1}=\left\{\begin{array}{l}
\bigoplus_{\sum e_{i}=1} P\left(-m_{\left(d, r e_{1}, r e_{2}, r e_{3}, r e_{4}\right)}\right) \\
\oplus \bigoplus_{\sum e_{i}=4} P\left(-m_{\left(2 d-2, r e_{1}, r e_{2}, r e_{3}, r e_{4}\right)}\right)^{d} \\
\oplus \bigoplus_{\sum e_{i}=2} P\left(-m_{\left(2 d-1, r e_{1}, r e_{2}, r e_{3}, r e_{4}\right)}\right)^{d} \\
\oplus \bigoplus_{\sum e_{i}=0} P\left(-m_{\left(2 d, r e_{1}, r e_{2}, r e_{3}, r e_{4}\right)}\right)^{d+1},
\end{array} \quad F_{3}=\left\{\begin{array}{c}
\bigoplus_{\sum e_{i}=3} P\left(-m_{\left(3 d-1, r e_{1}, r e_{2}, r e_{3}, r e_{4}\right)}\right) \\
\oplus \bigoplus_{\sum e_{i}=0} P\left(-m_{\left(2 d+1, r e_{1}, r e_{2}, r e_{3}, r e_{4}\right)}\right)^{d} \\
\oplus_{\sum e_{i}=2} P\left(-m_{\left(2 d, r e_{1}, r e_{2}, r e_{3}, r e_{4}\right)}\right)^{d} \\
\oplus \bigoplus_{\sum e_{i}=4} P\left(-m_{\left(2 d-1, r e_{1}, r e_{2}, r e_{3}, r e_{4}\right)}\right)^{d+1},
\end{array}\right.\right. \\
& F_{2}=\left\{\begin{array}{c}
\bigoplus_{\sum e_{i}=3} P\left(-m_{\left.\left(2 d-1, r e_{1}, r e_{2}, r e_{3}, r e_{4}\right)\right)^{2 d+1}} \begin{array}{l}
\oplus \bigoplus_{\sum e_{i}=1} P\left(-m_{\left(2 d, r e_{1}, r e_{2}, r e_{3}, r e_{4}\right)}\right)^{2 d+1},
\end{array} \quad \text { and } \quad F_{4}=\bigoplus_{\sum e_{i}=4} P\left(-m_{\left(4 d-1, r e_{1}, r e_{2}, r e_{3}, r e_{4}\right)}\right)\right.
\end{array}\right.
\end{aligned}
$$

Remark. If one ignores the $\mathbf{M}$-grading on $P$ and merely views $P$ as a standard graded polynomial ring, then the minimal homogeneous resolution $F$ of Theorem 6.2 is $F_{0}=P$,

$$
\begin{aligned}
& F_{1}=P(-(n d+r))^{4} \oplus P(-(2 n d-2 n+4 r))^{d} \oplus P(-(2 n d-n+2 r))^{6 d} \oplus P(-2 n d)^{d+1}, \\
& F_{2}=P(-(2 n d-n+3 r))^{8 d+4} \oplus P(-(2 n d+r))^{8 d+4} \\
& F_{3}=P(-(3 n d-n+3 r))^{4} \oplus P(-(2 n d+n))^{d} \oplus P(-(2 n d+2 r))^{6 d} \oplus P(-(2 n d-n+4 r))^{d+1}, \text { and } \\
& F_{4}=P(-(4 n d-n+4 r))
\end{aligned}
$$

Proof. The module $F_{1}$ may be read from Proposition 5.12. The socle of $P /\left(x^{N}, y^{N}, z^{N}, w^{N}\right)$ is represented by $x^{N-1} y^{N-1} z^{N-1} w^{N-1}$; hence, the multi-degree of the socle of $P /\left(x^{N}, y^{N}, z^{N}, w^{N}\right):\left(x^{n}+y^{n}+z^{n}+w^{n}\right)$ is

$$
\delta_{0}=m_{(4 d-1, r-1, r-1, r-1, r-1)}
$$

see 3.9.(d). Apply 3.9.(e) to see that $F_{4}=P(-\delta)$, where

$$
\begin{aligned}
\delta & =\text { the multi-degree of } x y z w+\delta_{0} \\
& =m_{(0,1,1,1,1)}+m_{(4 d-1, r-1, r-1, r-1, r-1)}=m_{(4 d-1, r, r, r, r)} .
\end{aligned}
$$

(40) The resolution $F$ is self-dual, see 3.10.2. If $F_{1}=\oplus P\left(-\beta_{i}\right)$ and $F_{4}=P(-\delta)$, then $F_{3}=\oplus P\left(-\delta+\beta_{i}\right)$.

The situation is straightforward. We know the multi-graded Hilbert function of all of the modules in the exact sequence

$$
0 \rightarrow F_{4} \rightarrow F_{3} \rightarrow F_{2} \rightarrow F_{1} \rightarrow P \rightarrow R \rightarrow 0
$$

except for the module $F_{2}$. However the multi-graded Hilbert function is additive on exact sequences; so we can solve for the multi-graded Hilbert function of $F_{2}$ and then describe $F_{2}$ as a multi-graded free $P$-module. In particular, rank is additive on exact sequences and $R$ has rank zero; hence

$$
\begin{equation*}
F_{2} \text { is a free } P \text {-module of rank } 16 d+8 \tag{41}
\end{equation*}
$$

(Recall that the rank of the $P$-module $M$ is the dimension of the vector space $K \otimes_{P} M$ where $K$ is the quotient field of $P$.)

The only difficulty comes from the fact that it is difficult to manipulate the formula of Proposition 4.2. On the other hand, it is easy to use Proposition 4.2 to compute $H_{R}(m)$ for any $m \in \mathbf{M}$; consequently, we will determine the structure of $F_{2}$ by evaluating the equation

$$
\begin{equation*}
H_{F_{2}}(m)=H_{R}(m)-H_{P}(m)+H_{F_{1}}(m)+H_{F_{3}}(m)-H_{F_{4}}(m) \tag{42}
\end{equation*}
$$

which holds for all $m \in \mathbf{M}$, at a few carefully chosen $m \in \mathbf{M}$.
Let

$$
\mathcal{S}=\left\{(\beta, \underline{\gamma}) \left\lvert\, \begin{array}{l}
(\beta, \underline{\gamma}) \text { is a 5-tuple of integers in standard form in the sense of } 3.4 \\
\text { and } P\left(-m_{b, \underline{\gamma}}\right) \text { is a summand of } F_{2}
\end{array}\right.\right\}
$$

and, for each $(\beta, \gamma) \in \mathcal{S}$, let

$$
\#_{(\beta, \underline{\gamma})} \text { equal the number of summands of } P\left(-m_{(\beta, \underline{\gamma})}\right) \text { in } F_{2} \text {. }
$$

Thus,

$$
\begin{equation*}
F_{2}=\bigoplus_{(\beta, \underline{\gamma}) \in \mathcal{S}} P\left(-m_{(\beta, \underline{\gamma})}\right)^{\#(\beta, \underline{\gamma})} \tag{43}
\end{equation*}
$$

It is necessary to determine the elements of $S$ and the value of $\#_{(\beta, \underline{\gamma})}$ for each element $(\beta, \underline{\gamma})$ of $\mathcal{S}$. To that end, we evaluate $H_{F_{2}}(m)$ at various $m \in \mathbf{M}$. Let $(k, \underline{\rho})$ be a five-tuple of integers in standard form. Recall the description of $F_{2}$ which is given in (43). Observe that

$$
\begin{equation*}
H_{F_{2}}\left(m_{(k, \underline{p})}\right)=\sum_{(\beta, \underline{\gamma}) \in \mathcal{S}} \#_{(\beta, \underline{\gamma})} H_{P}\left(m_{(k, \underline{\mathbf{\rho}})}-m_{(\beta, \underline{\gamma})}\right) \tag{44}
\end{equation*}
$$

Use 3.8.(b) to convert the Hilbert function which corresponds to the multi-grading $\mathbf{M}$ on $P$ into the Hilbert function that corresponds to the standard grading on $P$. In particular, if $(\ell, \underline{\sigma})$ is a five-tuple of integers in standard form in the sense of 3.4 , then

$$
H_{P}\left(m_{(\ell, \underline{\sigma})}\right)=H_{P}(\ell)
$$

It follows that the expression $H_{P}\left(m_{(k, \underline{\rho})}-m_{(\beta, \underline{\gamma})}\right)$, which appears in (44), is equal to $H_{P}(k-\beta-E)$, where $E$ is the cardinality of the set $\left\{i \mid \rho_{i}<\gamma_{i}\right\}$.

For each fixed triple of integers $(\beta, s, u)$, with $0 \leq \beta$ and $0 \leq s, u \leq 4$, we count

$$
\begin{align*}
& v_{\beta, s}=\sum_{\left\{\underline{\gamma} \mid(\beta, \underline{\gamma}) \in \mathcal{S} \text { and exactly } s \text { of the } \gamma_{i} \text { satisfy } 0<\gamma_{i}\right\}} \#_{(\beta, \underline{\gamma})}, \\
& v_{\beta, s}^{\prime}=\sum_{\left\{\underline{\gamma} \mid(\beta, \underline{\gamma}) \in \mathcal{S} \text { and exactly } s \text { of the } \gamma_{i} \text { satisfy } r \leq \gamma_{i}\right\}} \#_{(\beta, \underline{\gamma}),} \sum_{\left\{\underline{\gamma} \mid(\beta, \underline{\gamma}) \in \mathcal{S} \text { and exactly } u \text { of the } \gamma_{i} \text { satisfy } r<\gamma_{i}\right\}} \#_{(\beta, \underline{\gamma})}, \text { and }  \tag{45}\\
& \mu_{\beta, u}=\sum_{\left\{\underline{\gamma} \mid(\beta, \underline{\gamma}) \in \mathcal{S} \text { and exactly } u \text { of the } \gamma_{i} \text { satisfy } n-1<\gamma_{i}\right\}} \#_{(\beta, \underline{\gamma})} .
\end{align*}
$$

Notice that for each fixed $\beta, s_{0}$, and $u_{0}$,

$$
\begin{equation*}
\sum_{s=s_{0}}^{4} v_{\beta, s}^{\prime} \leq \sum_{s=s_{0}}^{4} v_{\beta, s} \quad \text { and } \quad \sum_{u=u_{0}}^{4} \mu_{\beta, u}^{\prime} \leq \sum_{u=u_{0}}^{4} \mu_{\beta, u} \tag{46}
\end{equation*}
$$

Furthermore, $\mu_{\beta, u}^{\prime}$ is equal to zero unless $u=0$.
First calculation. We evaluate (42) at $m_{(k, 0,0,0,0)}$ and $m_{(k, r-1, r-1, r-1, r-1)}$, for $k \leq 2 d+2$, to learn that

$$
\begin{align*}
v_{\beta, s}^{\prime} & =v_{\beta, s}=0, & & \text { if } \beta+s \leq 2 d, \\
\sum_{\beta+s=2 d+1} v_{\beta, s}^{\prime} & =\sum_{\beta+s=2 d+1} v_{\beta, s}=8 d+4, & &  \tag{47}\\
\sum_{\beta+s=2 d+2} v_{\beta, s}^{\prime} & =\sum_{\beta+s=2 d+2} v_{\beta, s}=8 d+4, & & \text { and } \\
v_{\beta, s}^{\prime} & =v_{\beta, s}=0, & & \text { if } 2 d+3 \leq \beta+s .
\end{align*}
$$

Observe that

$$
\begin{aligned}
& H_{F_{1}}\left(m_{(k, r-1, r-1, r-1, r-1)}\right)=H_{F_{1}}\left(m_{(k, 0,0,0,0)}\right)=\left\{\begin{array}{l}
4 H_{P}(k-d-1)+d H_{P}(k-2 d-2) \\
+6 d H_{P}(k-2 d-1)+(d+1) H_{P}(k-2 d),
\end{array}\right. \\
& H_{F_{3}}\left(m_{(k, r-1, r-1, r-1, r-1)}\right)=H_{F_{3}}\left(m_{(k, 0,0,0,0)}\right)=\left\{\begin{array}{l}
4 H_{P}(k-3 d-2)+d H_{P}(k-2 d-1) \\
+6 d H_{P}(k-2 d-2)+(d+1) H_{P}(k-2 d-3), \text { and } \\
H_{F_{4}}\left(m_{(k, r-1, r-1, r-1, r-1)}\right)=H_{F_{4}}\left(m_{(k, 0,0,0,0)}\right)=H_{P}(k-4 d-3) .
\end{array}\right.
\end{aligned}
$$

Use Proposition 4.2 with $\varepsilon_{i}=1$ for all $i$ and

$$
\varepsilon= \begin{cases}0, & \text { if } k \leq 2 d-1 \\ 1, & \text { if } 2 d \leq k\end{cases}
$$

to calculate

$$
\begin{aligned}
& H_{R}\left(m_{(k, r-1, r-1, r-1, r-1)}\right)=H_{R}\left(m_{(k, 0,0,0,0)}\right) \\
= & \begin{cases}H_{P}(k)-4 H_{P}(k-d-1)+6 H_{P}(k-2 d-2)-4 H_{P}(k-3 d-3)+H_{P}(k-4 d-4), & \text { if } k \leq 2 d-1, \text { and } \\
H_{P}(k+1)-4 H_{P}(k-d)+6 H_{P}(k-2 d-1)-4 H_{P}(k-3 d-2)+H_{P}(k-4 d-3), & \text { if } 2 d \leq k .\end{cases}
\end{aligned}
$$

For $k \leq 2 d-1$, the left side of equation (42) is

$$
\begin{array}{ll}
\sum_{\beta} \sum_{s=0}^{4} v_{\beta, s} H_{P}(k-\beta-s), & \text { when evaluated at } m_{(k, 0,0,0,0)} \text {, and }  \tag{48}\\
\sum_{\beta} \sum_{s=0}^{4} v_{\beta, s}^{\prime} H_{P}(k-\beta-s), & \text { when evaluated at } m_{(k, r-1, r-1, r-1, r-1)}
\end{array}
$$

and the right side is

$$
(d+1) H_{P}(k-2 d-3)+(7 d+6) H_{P}(k-2 d-2)+7 d H_{P}(k-2 d-1)+(d+1) H_{P}(k-2 d)=0
$$

when evaluated at either multi-index. (Keep in mind that $H_{P}(j)=0$ for $j<0$.) It follows that

$$
\begin{aligned}
0 & =H_{P}(0)\left(\sum_{\beta+s=k} v_{\beta, s}\right)+H_{P}(1)\left(\sum_{\beta+s=k-1} \mathrm{v}_{\beta, s}\right)+\cdots \\
& =H_{P}(0)\left(\sum_{\beta+s=k} v_{\beta, s}^{\prime}\right)+H_{P}(1)\left(\sum_{\beta+s=k-1} \mathrm{v}_{\beta, s}^{\prime}\right)+\cdots
\end{aligned}
$$

and by induction one concludes that $v_{\beta, s}=0=v_{\beta, s}^{\prime}$ whenever $\beta+s \leq 2 d-1$. For $k=2 d$, the left side of equation (42) is

$$
\begin{array}{ll}
H_{P}(0)\left(\sum_{\beta+s=2 d} v_{\beta, s}\right), & \text { when evaluated at } m_{(k, 0,0,0,0)}, \text { and } \\
H_{P}(0)\left(\sum_{\beta+s=2 d} v_{\beta, s}^{\prime}\right), & \text { when evaluated at } m_{(k, r-1, r-1, r-1, r-1)}
\end{array}
$$

and the right hand side is

$$
H_{P}(2 d+1)-H_{P}(2 d)-4 H_{P}(d)+4 H_{P}(d-1)+(d+1)=\binom{2 d+3}{2}-4\binom{d+2}{2}+d+1=0
$$

when evaluated at either multi-index. Therefore $v_{\beta, s}^{\prime}=v_{\beta, s}=0$ whenever $\beta+s=2 d$. (Recall that the Hilbert function that corresponds to the standard grading on $P$ is well known; see 3.8.(b). We also used the Pascal triangle identity for binomial coefficients (27).) For $k=2 d+1$, the left side of equation (42) is

$$
\begin{array}{ll}
H_{P}(0)\left(\sum_{\beta+s=2 d+1} v_{\beta, s}\right)+H_{P}(1)\left(\sum_{\beta+s=2 d} v_{\beta, s}\right), & \text { when evaluated at } m_{(k, 0,0,0,0)}, \text { and } \\
H_{P}(0)\left(\sum_{\beta+s=2 d+1} v_{\beta, s}^{\prime}\right)+H_{P}(1)\left(\sum_{\beta+s=2 d} v_{\beta, s}^{\prime}\right), & \text { when evaluated at } m_{(k, r-1, r-1, r-1, r-1)}
\end{array}
$$

and the right hand side is

$$
H_{P}(2 d+2)-H_{P}(2 d+1)-4 H_{P}(d+1)+4 H_{P}(d)+(7 d+6)+4(d+1)=8 d+4
$$

when evaluated at either multi-index. It follows that

$$
\sum_{\beta+s=2 d+1} \mathrm{v}_{\beta, s}=8 d+4=\sum_{\beta+s=2 d+1} \mathrm{v}_{\beta, s^{\prime}}^{\prime}
$$

For $k=2 d+2$, the left hand side of equation (42)

$$
\left(\sum_{\beta+s=2 d+1} v_{\beta, s}\right) H_{P}(1)+\left(\sum_{\beta+s=2 d+2} v_{\beta, s}\right) H_{P}(0)=4(8 d+4)+\sum_{\beta+s=2 d+2} v_{\beta, s}
$$

when evaluated at $m_{(k, 0,0,0,0)}$, and

$$
\left(\sum_{\beta+s=2 d+1} v_{\beta, s}^{\prime}\right) H_{P}(1)+\left(\sum_{\beta+s=2 d+2} v_{\beta, s}^{\prime}\right) H_{P}(0)=4(8 d+4)+\sum_{\beta+s=2 d+2} v_{\beta, s}^{\prime}
$$

when evaluated at $m_{(k, r-1, r-1, r-1, r-1)}$;
and the right hand side is

$$
\begin{aligned}
& \left.H_{P}(2 d+3)-H_{P}(2 d+2)\right)-4\left(H_{P}(d+2)-H_{P}(d+1)\right)+7 d H_{P}(0)+(7 d+6) H_{P}(1)+(d+1) H_{P}(2) \\
= & 40 d+20
\end{aligned}
$$

when evaluated at either multi-index. Thus,

$$
\sum_{\beta+s=2 d+2} v_{\beta, s}=8 d+4=\sum_{\beta+s=2 d+2} v_{\beta, s}^{\prime}
$$

Recall from (41) that the rank of $F_{2}$ is $16 d+8$; consequently, $v_{\beta, s}^{\prime}=v_{\beta, s}=0$ whenever $2 d+3 \leq \beta+s$. This completes the first calculation.

Observe that the first calculation has the following consequences.
6.2.1. If $(\beta, \gamma)$ is in $\mathcal{S}$, then $\beta$ plus the number of non-zero $\gamma_{i}$ is either $2 d+1$ or $2 d+2$.
6.2.2. If $(\beta, \gamma)$ is in $\mathcal{S}, 2 d-3 \leq \beta \leq 2 d+2$.
6.2.3. Every positive $\gamma_{i}$ that occurs in a direct summand of $F_{2}$ must be at least $r$.

Assertion 6.2.1 is obvious now that (47) has been established; 6.2 .2 is a consequence of 6.2 .1 because there are four $\gamma_{i}$. The fact that

$$
\sum_{\beta+s=k} v_{\beta, s}^{\prime}=\sum_{\beta+s=k} v_{\beta, s}
$$

for each $k \in\{2 d+1,2 d+2\}$, together with (46), ensures that $v_{\beta, s}^{\prime}=v_{\beta, s}$ for all $\beta$ and $s$. Thus, every positive $\gamma_{i}$ that occurs in a direct summand of $F_{2}$ must be at least $r$, and this is 6.2.3.

The parameters $\mu_{\beta, u}$ and $\mu_{\beta, u}^{\prime}$ are defined in (45). It follows from (6.2.2) that

$$
\begin{equation*}
\mu_{\beta, u} \text { and } \mu_{\beta, u}^{\prime} \text { are both zero unless } 2 d-3 \leq \beta+u \leq 2 d+2 . \tag{49}
\end{equation*}
$$

Second calculation. We evaluate (42) at $m_{(k, r, r, r)}$ and $m_{(k, n-1, n-1, n-1, n-1)}$, for $2 d-3 \leq k \leq 2 d$, to learn that

$$
\begin{align*}
\mu_{\beta, u}^{\prime} & =\mu_{\beta, u}=0, & & \text { if } 2 d-3 \leq \beta+u \leq 2 d-2, \\
\sum_{\beta+u=2 d-1} \mu_{\beta, u}^{\prime} & =\sum_{\beta+u=2 d-1} \mu_{\beta, u}=8 d+4, & & \\
\sum_{\beta+u=2 d} \mu_{\beta, u}^{\prime} & =\sum_{\beta+u=2 d} \mu_{\beta, u}=8 d+4, & & \text { and }  \tag{50}\\
\mu_{\beta, u}^{\prime} & =\mu_{\beta, u}=0, & & \text { if } 2 d+1 \leq \beta+u \leq 2 d+2 .
\end{align*}
$$

Use 3.8.(b) to compute that

$$
\begin{aligned}
& H_{F_{1}}\left(m_{(k, r, r, r, r)}\right)=H_{F_{1}}\left(m_{(k, n-1, n-1, n-1, n-1)}\right)=\left\{\begin{array}{l}
4 H_{P}(k-d)+d H_{P}(k-2 d+2) \\
+6 d H_{P}(k-2 d+1)+(d+1) H_{P}(k-2 d),
\end{array}\right. \\
& H_{F_{3}}\left(m_{(k, r, r, r, r)}\right)=H_{F_{3}}\left(m_{(k, n-1, n-1, n-1, n-1)}\right)=\left\{\begin{array}{l}
d H_{P}(k-2 d-1)+6 d H_{P}(k-2 d) \\
+(d+1) H_{P}(k-2 d+1)+4 H_{P}(k-3 d+1), \text { and } \\
H_{F_{4}}\left(m_{(k, r, r, r, r)}\right)=H_{F_{4}}\left(m_{(k, n-1, n-1, n-1, n-1)}\right)=H_{P}(k-4 d+1) .
\end{array}\right.
\end{aligned}
$$

Apply (44) and (49) to see that

$$
\begin{aligned}
H_{F_{2}}\left(m_{(k, r, r, r, r)}\right) & =\sum_{\{(\beta, \underline{\gamma}) \in \mathcal{S}\}} \#_{(\beta, \underline{\gamma})} H_{P}\left(m_{(k, r, r, r, r)}-m_{(\beta, \underline{\gamma})}\right) \\
& =\sum_{u=0}^{4} \sum_{\{(\beta, \underline{\gamma}) \in \mathcal{S} \mid} \sum_{\{\{i \mid r<\gamma i\} \mid=u\}} \#_{(\beta, \underline{\gamma})} H_{P}(k-\beta-u) \\
& =\sum_{u=0}^{4} \sum_{\beta} \mu_{(\beta, u)} H_{P}(k-\beta-u) \\
& =\sum_{U=2 d-3}^{2 d+2}\left(\sum_{\beta+u=U} \mu_{(\beta, u)}\right) H_{P}(k-U)
\end{aligned}
$$

A similar calculation yields

$$
H_{F_{2}}\left(m_{(k, n-1, n-1, n-1, n-1)}\right)=\sum_{U=2 d-3}^{2 d+2}\left(\sum_{\beta+u=U} \mu_{(\beta, u)}^{\prime}\right) H_{P}(k-U)
$$

Use Proposition 4.2 with $\varepsilon_{i}=0$ for all $i$ and

$$
\varepsilon= \begin{cases}0, & \text { if } k \leq 2 d-3 \\ 1, & \text { if } 2 d-2 \leq k\end{cases}
$$

to calculate

$$
H_{R}\left(m_{(k, r, r, r, r)}\right)=H_{R}\left(m_{(k, n-1, n-1, n-1, n-1)}\right)=\left\{\begin{array}{l}
H_{P}(k+\varepsilon)-4 H_{P}(k-d+\varepsilon)+6 H_{P}(k-2 d+\varepsilon) \\
-4 H_{P}(k-3 d+\varepsilon)+H_{P}(k-4 d+\varepsilon)
\end{array}\right.
$$

Equation (42) now yields

$$
\begin{aligned}
& \sum_{U=2 d-3}^{2 d+2}\left(\sum_{\beta+u=U} \mu_{\beta, u}\right) H_{P}(k-U) \\
= & H_{F_{2}}\left(m_{(k, r, r, r)}\right) \\
= & H_{R}\left(m_{(k, r, r, r, r)}\right)-H_{P}\left(m_{(k, r, r, r)}\right)+H_{F_{1}}\left(m_{(k, r, r, r, r)}\right)+H_{F_{3}}\left(m_{(k, r, r, r, r)}\right)-H_{F_{4}}\left(m_{(k, r, r, r, r)}\right) \\
(51)= & \left\{\begin{array}{l}
H_{P}(k+\varepsilon)-H_{P}(k)-4 H_{P}(k-d+\varepsilon)+4 H_{P}(k-d)+d H_{P}(k-2 d+2) \\
+6 H_{P}(k-2 d+\varepsilon)+(7 d+1) H_{P}(k-2 d+1)+(7 d+1) H_{P}(k-2 d) \\
+d H_{P}(k-2 d-1)-4 H_{P}(k-3 d+\varepsilon)+4 H_{P}(k-3 d+1)+H_{P}(k-4 d+\varepsilon)-H_{P}(k-4 d+1) .
\end{array}\right.
\end{aligned}
$$

In a similar manner,

$$
\begin{align*}
& \sum_{U=2 d-3}^{2 d+2}\left(\sum_{\beta+u=U} \mu_{\beta, u}^{\prime}\right) H_{P}(k-U)  \tag{52}\\
= & H_{F_{2}}\left(m_{(k, n-1, n-1, n-1, n-1)}\right) \\
= & \left\{\begin{array}{c}
H_{R}\left(m_{(k, n-1, n-1, n-1, n-1)}\right)-H_{P}\left(m_{(k, n-1, n-1, n-1, n-1)}\right)+H_{F_{1}}\left(m_{(k, n-1, n-1, n-1, n-1)}\right) \\
+H_{F_{3}}\left(m_{(k, n-1, n-1, n-1, n-1)}\right)-H_{F_{4}}\left(m_{(k, n-1, n-1, n-1, n-1)}\right)
\end{array}\right. \\
= & H_{R}\left(m_{(k, r, r, r, r)}\right)-H_{P}\left(m_{(k, r, r, r, r)}\right)+H_{F_{1}}\left(m_{(k, r, r, r, r)}\right)+H_{F_{3}}\left(m_{(k, r, r, r, r)}\right)-H_{F_{4}}\left(m_{(k, r, r, r, r)}\right),
\end{align*}
$$

which is given in (51). When $k=2 d-3$, then (51) and (52) become

$$
\sum_{\beta+u=2 d-3} \mu_{\beta, u}^{\prime}=\sum_{\beta+u=2 d-3} \mu_{\beta, u}=0
$$

hence, $\mu_{\beta, u}^{\prime}=\mu_{\beta, u}=0$ for $\beta+u=2 d-3$. When $k=2 d-2$, then (51) and (52) become

$$
\sum_{\beta+u=2 d-2} \mu_{\beta, u}^{\prime}=\sum_{\beta+u=2 d-2} \mu_{\beta, u}=H_{P}(2 d-1)-H_{P}(2 d-2)-4 H_{P}(d-1)+4 H_{P}(d-2)+d H_{P}(0)=0
$$

It follows that if $\beta+u=2 d-2$, then $\mu_{\beta, u}^{\prime}=\mu_{\beta, u}=0$. When $k=2 d-1$, then (51) and (52) become

$$
\begin{aligned}
\sum_{\beta+u=2 d-1} \mu_{\beta, u}^{\prime} & =\sum_{\beta+u=2 d-1} \mu_{\beta, u}=H_{P}(2 d)-H_{P}(2 d-1)-4 H_{P}(d)+4 H_{P}(d-1)+d H_{P}(1)+(7 d+7) H_{P}(0) \\
& =8 d+4 .
\end{aligned}
$$

When $k=2 d$, then (51) and (52) become

$$
\begin{aligned}
&(8 d+4) H_{P}(1)+\sum_{\beta+u=2 d} \mu_{\beta, u}^{\prime}=(8 d+4) H_{P}(1)+\sum_{\beta+u=2 d} \mu_{\beta, u} \\
&=\left\{\begin{array}{l}
H_{P}(2 d+1)-H_{P}(2 d)-4 H_{P}(d+1) \\
-4 H_{P}(d)+d H_{P}(2)+(7 d+7) H_{P}(1)+(7 d+1) H_{P}(0) \\
\end{array}\right. \\
&=40 d+20 .
\end{aligned}
$$

It follows that

$$
\sum_{\beta+u=2 d} \mu_{\beta, u}=\sum_{\beta+u=2 d} \mu_{\beta, u}^{\prime}=8 d+4 .
$$

Recall from (41) that the rank of $F_{2}$ is $16 d+8$; consequently, $\mu_{\beta, u}^{\prime}=\mu_{\beta, u}=0$ whenever $2 d+1 \leq \beta+u$. This completes the second calculation.

Observe that the second calculation has the following consequences.
6.2.4. The parameters $\mu_{\beta, u}$ and $\mu_{\beta, u}^{\prime}$ are equal for all $\beta$ and $u$.
6.2.5. The values of $\gamma_{i}$ that occur in the direct summands of $F_{2}$ are either 0 or $r$.
6.2.6. There are $8 d+4$ direct summands of $F_{2}$ with $\beta=2 d-1$, and $8 d+4$ direct summands with $\beta=2 d$.

Assertion 6.2 .4 is an immediate consequence of (50) and (46). The parameter $\gamma_{i}$ is required to satisfy $0 \leq \gamma_{i} \leq n-1$; thus, $\mu_{\beta, u}^{\prime}$ is zero whenever $u$ is positive. Apply 6.2 .4 to conclude that $\mu_{\beta, u}$ is zero whenever $u$ is positive and all $\gamma_{i}$ that occur in the direct summands of $F_{2}$ are less than or equal to $r$. On the other hand, 6.2.3 ensures that all non-zero $\gamma_{i}$ are at least $r$. Assertion 6.2.5 has been established. We have seen that $\mu_{\beta, u}$ is zero unless $u=0$ and that $\mu_{\beta_{0}, 0}$ is equal to the number of summands of $F_{2}$ with $\beta=\beta_{0}$. (The definition of $\mu$ is given in (45).) Assertion 6.2.6 now follows from (50).
Third calculation. We evaluate $H_{F_{2}}\left(m_{(k, r, r, 0,0)}\right)$ for $2 d-1 \leq k$. For $w \in\{0,1,2\}$ and $\beta$ in $\{2 d-1,2 d\}$, let $\psi_{\beta, w}$ denote the number of summands in $F_{2}$ that have the fixed value of $\beta$, and satisfy

$$
\mid\left\{i \mid 3 \leq i \leq 4 \text { and } \gamma_{i}=r\right\} \mid=w
$$

The parameter $\beta+w$ satisfies $2 d-1 \leq \beta+w \leq 2 d+2$. Observe that

$$
\begin{aligned}
& H_{F_{1}}\left(m_{(k, r, r, 0,0)}\right)=2 H_{P}(k-d)+2 H_{P}(k-d-1)+d H_{P}(k-2 d+1)+(6 d+1) H_{P}(k-2 d)+d H_{P}(k-2 d-1) \\
& H_{F_{3}}\left(m_{(k, r, r, 0,0)}\right)=\left\{\begin{array}{r}
d H_{P}(k-2 d)+(6 d+1) H_{P}(k-2 d-1)+d H_{P}(k-2 d-2) \\
+2 H_{P}(k-3 d-1)+2 H_{P}(k-3 d)
\end{array}\right. \\
& H_{F_{4}}\left(m_{(k, r, r, 0,0)}\right)=H_{P}(k-4 d-1)
\end{aligned}
$$

Use Proposition 4.2 to calculate $H_{R}\left(m_{(k, r, r, 0,0)}\right)$, for $2 d-1 \leq k$. Observe that $\varepsilon_{1}=\varepsilon_{2}=0, \varepsilon_{3}=\varepsilon_{4}=1, \varepsilon=1$, and

$$
H_{R}\left(m_{(k, r, r, 0,0)}\right)=\left\{\begin{array}{c}
H_{P}(k+1)-2 H_{P}(k-d)-2 H_{P}(k-d+1)+H_{P}(k-2 d-1)+4 H_{P}(k-2 d) \\
+H_{P}(k-2 d+1)-2 H_{P}(k-3 d)-2 H_{P}(k-3 d-1)+H_{P}(k-4 d-1)
\end{array}\right.
$$

The right hand side of equation (42), evaluated at $m_{(k, r, r, 0,0)}$, with $2 d-1 \leq k$, is

$$
\left\{\begin{aligned}
& H_{P}(k+1)-H_{P}(k)-2 H_{P}(k-d+1)+2 H_{P}(k-d-1)+(d+1) H_{P}(k-2 d+1) \\
&+(7 d+5) H_{P}(k-2 d)+(7 d+2) H_{P}(k-2 d-1)+d H_{P}(k-2 d-2)
\end{aligned}\right.
$$

The left hand side of equation (42) evaluated at $m_{(k, r, r, 0,0)}$ is

$$
\sum_{W=2 d-1}^{2 d+2}\left(\sum_{\beta+w=W} \psi_{\beta, w}\right) H_{P}(k-W)
$$

When $k=2 d-1$, equation (42), evaluated at $m_{(k, r, r, 0,0)}$, becomes

$$
\sum_{\beta+w=2 d-1} \psi_{\beta, w}=H_{P}(2 d)-H_{P}(2 d-1)-2 H_{P}(d)+2 H_{P}(d-2)+d+1=0
$$

Thus, there are no summands of $F_{2}$ that have $\beta=2 d-1$ and $\gamma_{3}=\gamma_{4}=0$. The same calculation applies to any choice of two out of $\gamma_{1}, \ldots, \gamma_{4}$. Therefore, for every summand of $F_{2}$ with $\beta=2 d-1$, and every choice of $\{i, j\} \subseteq\{1,2,3,4\}$, we must have $\gamma_{i}=r$ or $\gamma_{j}=r$. It follows that every such summand of $F_{2}$ has at least three of $\gamma_{1}, \ldots, \gamma_{4}$ equal to $r$.

Recall from 6.2.1 that if $P\left(-m_{(\beta, \gamma)}\right)$ is a summand of $F_{2}$ then $\beta$ plus the number of non-zero $\gamma_{i}$ is either $2 d+1$ or $2 d+2$. Therefore, it is not possible for $\gamma_{1}, \ldots, \gamma_{4}$ all to be non-zero. Due to symmetry and the fact that there are $8 d+4$ summands with $\beta=2 d-1$, it follows that there are $2 d+1$ summands of $F_{2}$ with $\beta=2 d-1$ and $\gamma_{i}=\gamma_{j}=\gamma_{\ell}=r$ for each choice of a three element subset $\{i, j, \ell\}$ of $\{1,2,3,4\}$ (and the remaining $\gamma$ equal to zero).

Furthermore, 6.2 .1 also yields that the $8 d+4$ summands of $F_{2}$ that have $\beta=2 d$ must satisfy $\beta$ plus the number of non-zero $\gamma_{i}$ is equal to $2 d+1$. In other words, for each such summand, there is exactly one of $\gamma_{1}, \ldots, \gamma_{4}$ equal to $r$. By symmetry, it follows that there are $2 d+1$ summands with $\beta=2 d, \gamma_{i}=r$ and $\gamma_{j}=0$ for all $j \in\{1,2,3,4\} \backslash\{i\}$, for each choice of $i=1,2,3,4$.

This concludes the proof of the theorem.

## 7. CONSEQUENCES OF THE MAIN THEOREM.

Adopt the language of 2.1 and 2.2 with $\mathbf{k}$ a field of characteristic zero. Corollary 7.1 gives the multi-graded Betti numbers in the minimal homogeneous resolution of $A=\bar{P} /\left(x^{N}, y^{N}, z^{N}, w^{N}\right) \bar{P}$ by free $\bar{P}$-modules, for

$$
\bar{P}=P /\left(x^{n}+y^{n}+z^{n}+w^{n}\right) .
$$

Corollary 7.2 gives the resolution of $A$ by free $P$-module, as well as the socle degrees of $A$.
The notation $m_{(k, \underline{\rho})}$ is described in 3.4 and the notation involving $\left(e_{1}, e_{2}, e_{3}, e_{4}\right)$ is described in 6.1.
Corollary 7.1. Let $\mathbf{k}$ be a field of characteristic zero, $n$, $d$, and $r$ be positive integers, with $r<n, N$ be the integer $N=d n+r, P$ be the standard graded polynomial ring $P=\mathbf{k}[x, y, z, w]$, and $\bar{P}$ be the quotient ring $P /\left(x^{n}+y^{n}+z^{n}+w^{n}\right)$. Give $P$ the multi-grading of Definition 2.2. Then the minimal multi-homogeneous resolution of $\bar{P} /\left(x^{N}, y^{N}, z^{N}, w^{N}\right) \bar{P}$ by free $\bar{P}$-modules has the form

$$
G: \quad \cdots \rightarrow G_{4} \rightarrow G_{3} \rightarrow G_{2} \rightarrow G_{1} \rightarrow G_{0}
$$

with $G_{0}=\bar{P}, G_{1}=\bigoplus_{\sum e_{i}=1} \bar{P}\left(-m_{\left(d, r e_{1}, r e_{2}, r e_{3}, r e_{4}\right)}\right)$,

$$
\begin{aligned}
& G_{2}=\left\{\begin{array}{l}
\bigoplus_{\sum e_{i}=4} \bar{P}\left(-m_{\left(2 d-1, r e_{1}, r e_{2}, r e_{3}, r e_{4}\right)}\right)^{d} \\
\oplus \bigoplus_{\sum e_{i}=2} \bar{P}\left(-m_{\left(2 d, r e_{1}, r e_{2}, r e_{3}, r e_{4}\right)}\right)^{d+1} \\
\oplus \bigoplus_{\sum e_{i}=0} \bar{P}\left(-m_{\left(2 d+1, r e_{1}, r e_{2}, r e_{3}, r e_{4}\right)}\right)^{d+1},
\end{array}\right. \\
& G_{i}=\left\{\begin{aligned}
& \bigoplus_{\sum e_{i}=3} \bar{P}\left(-m_{\left(2 d+\frac{i-3}{2}, r e_{1}, r e_{2}, r e_{3}, r e_{4}\right)}\right)^{2 d+1} \\
& \oplus \bigoplus_{\sum e_{i}=1} \bar{P}\left(-m_{\left(2 d+\frac{i-1}{2}, r e_{1}, r e_{2}, r e_{3}, r e_{4}\right)}\right)^{2 d+1}, \text { for } i \text { odd with } 3 \leq i, \text { and }
\end{aligned}\right.
\end{aligned}
$$

$$
G_{i}=\left\{\begin{array}{l}
\oplus_{\sum e_{i}=4} \bar{P}\left(-m_{\left(2 d+\frac{i-4}{2}, r r_{1}, r e_{2}, r e_{3}, r e_{4}\right.}\right)^{2 d+1} \\
\oplus \oplus_{\sum e_{i}=2} \bar{P}\left(-m_{\left(2 d+\frac{i-2}{2}, r e_{1}, r e_{2}, r_{3}, r e_{4}\right.}\right)^{2 d+1} \\
\oplus \oplus_{\sum e_{i}=0} \bar{P}\left(-m_{\left(2 d+\frac{i}{2}, r e_{1}, r e_{2}, e_{3}, r e_{4}\right)}\right)^{2 d+1},
\end{array} \quad \text { for i even with } 4 \leq i .\right.
$$

Remark. If one ignores the $\mathbf{M}$-grading on $P$ and merely views $P$ as a standard graded polynomial ring, then the minimal homogeneous resolution $G$ of Corollary 7.1 is $G_{0}=\bar{P}, G_{1}=\bar{P}(-(n d+r))^{4}$,

$$
\begin{aligned}
& G_{2}=\bar{P}(-(2 n d-n+4 r))^{d} \oplus \bar{P}(-(2 n d+2 r))^{6 d+6} \oplus \bar{P}(-(2 n d+n))^{d+1} \\
& G_{i}=\bar{P}\left(-\left(2 n d+\frac{(i-3) n}{2}+3 r\right)\right)^{8 d+4} \oplus \bar{P}\left(-\left(2 n d+\frac{(i-1) n}{2}+r\right)\right)^{8 d+4}, \quad \text { for } i \text { odd with } 3 \leq i, \text { and } \\
& G_{i}=\bar{P}\left(-\left(2 n d+\frac{(i-4) n}{2}+4 r\right)\right)^{2 d+1} \oplus \bar{P}\left(-\left(2 n d+\frac{(i-2) n}{2}+2 r\right)\right)^{12 d+6} \oplus \bar{P}\left(-\left(2 n d+\frac{i n}{2}\right)\right)^{2 d+1}
\end{aligned}
$$

$$
\text { for } i \text { even with } 4 \leq i
$$

Proof. We apply [10, Thm. 9.1, part 2]. Let $F$ be the minimal multi-homogeneous resolution of

$$
R=P /\left(x^{N}, y^{N}, z^{N}, w^{N}\right):\left(x^{n}+y^{n}+z^{n}+w^{n}\right)
$$

by free $P$-modules which is given in Theorem 6.2, ${ }^{-}$be the functor $\bar{P} \otimes_{P}-$, and $\underline{0}$ represent the four-tuple of integers $(0,0,0,0)$. Let $K_{1}$ and $F_{12}$ be the summands

$$
K_{1}=\bigoplus_{\sum e_{i}=1} P\left(-m_{\left(d, r e_{1}, r e_{2}, r e_{3}, r e_{4}\right)}\right) \quad \text { and } \quad F_{12}=\left\{\begin{array}{c}
\bigoplus_{\sum e_{i}=4} P\left(-m_{\left(2 d-2, r e_{1}, r e_{2}, r e_{3}, r e_{4}\right)}\right)^{d} \\
\oplus \bigoplus_{\sum e_{i}=2} P\left(-m_{\left(2 d-1, r e_{1}, r e_{2}, r e_{3}, r e_{4}\right)}\right)^{d} \\
\oplus \bigoplus_{\sum e_{i}=0} P\left(-m_{\left(2 d, r e_{1}, r e_{2}, r e_{3}, r e_{4}\right)}\right)^{d+1}
\end{array}\right.
$$

of $F_{1}, F_{32}$ be the summand

$$
F_{32}=\left\{\begin{array}{c}
\bigoplus_{\sum e_{i}=0} P\left(-m_{\left(2 d+1, r e_{1}, r e_{2}, r e_{3}, r e_{4}\right)}\right)^{d} \\
\oplus \bigoplus_{\sum e_{i}=2} P\left(-m_{\left(2 d, r e_{1}, r e_{2}, r e_{3}, r e_{4}\right)}\right)^{d} \\
\oplus \bigoplus_{\sum e_{i}=4} P\left(-m_{\left(2 d-1, r e_{1}, r e_{2}, r e_{3}, r e_{4}\right)}\right)^{d+1}
\end{array}\right.
$$

of $F_{3}$, and $K_{i}$ be $\bigwedge^{i} K_{1}$. Notice that the differential of $F$ sends $K_{1}$ onto the complete intersection ideal $\left(x^{N}, y^{N}\right.$, $\left.z^{N}, w^{N}\right)$ and that degree considerations show that $F_{32}$ is the annihilator of $K_{1}$ in the perfect pairing $F_{1} \otimes F_{3} \rightarrow F_{4}$ which is induced by the multi-homogeneous Differential Graded (DG) Algebra structure on $F$. Let $\alpha_{1}: K_{1} \rightarrow F_{1}$ be the inclusion map, $\Lambda^{\bullet} K_{1}$ be the Koszul complex, $\alpha_{\bullet}: \Lambda^{\bullet} K_{1} \rightarrow F$ be a multi-homogeneous map of DG complexes which extends the identity map in degree zero and $\alpha_{1}$ in degree one. The multi-homogeneous maps $\beta_{i}: F_{i} \rightarrow K_{i}$ are defined in [10] in such a way that the multi-degree of $\beta_{i} \circ \alpha_{i}$ is equal to the multi-degree of multiplication by $x^{n}+y^{n}+z^{n}+w^{n}$, which is $m_{(1,0)}$. In particular, $K_{4}=P\left(-m_{(4 d, r, r, r, r)}\right), F_{4}=P\left(-\left(m_{(4 d-1, r, r, r}\right)\right)$, the multi-homogeneous version of $\beta_{4}$ is

$$
\beta_{4}: F_{4} \rightarrow K_{4}(m(1, \underline{0})),
$$

and the multi-homogeneous version of $[10,(3.2 .1)]$ is


Apply [10, Thm. 9.1, part 2] to obtain the multi-homogeneous resolution

$$
\begin{equation*}
G: \quad \cdots \rightarrow G_{2} \rightarrow G_{1} \rightarrow G_{0} \tag{53}
\end{equation*}
$$

of $\bar{P} /\left(x^{N}, y^{N}, z^{N}, w^{N}\right) \bar{P}$ by free $\bar{P}$-modules, where the modules of $G$ are

$$
G_{i}= \begin{cases}\bar{P}, & \text { if } i=0, \\ \overline{K_{1}}, & \text { if } i=1, \\ \overline{F_{1,2}}\left(-m_{(1, \underline{0})}\right) \oplus \overline{K_{2}}, & \text { if } i=2, \\ \overline{F_{2}}\left(-m_{\left(\frac{i-1}{2}, \underline{0}\right)}\right), & \text { if } 3 \leq i \text { and } i \text { is odd, and } \\ \overline{F_{12}}\left(-m_{\left(\frac{i}{2}, 0\right)}\right) \oplus \overline{K_{2}}\left(-m_{\left(\frac{i}{2}-1,0\right)}\right) \oplus \overline{F_{32}}\left(-m_{\left(\frac{i}{2}-1,0\right.}\right), & \text { if } 4 \leq i \text { and } i \text { is even. }\end{cases}
$$

No shifts are given in [10]; however, the differentials are explicitly given and the shifts can be calculated from the differentials.

Theorem 9.1 in [10] does not guarantee that the resulting resolution is minimal; however, now that we have determined the multi-homogeneous shifts in $G$, it is quite obvious that $G$ is a minimal resolution. Indeed, each shift which appears in each $G_{j}$ has the form $m_{\left(k, r e_{1}, r e_{2}, r e_{3}, r e_{4}\right)}$ where the parity of $\sum e_{i}$ is equal to the parity of $j$.

The notation $m_{(k, \underline{\rho})}$ is described in 3.4 and the notation involving $\left(e_{1}, e_{2}, e_{3}, e_{4}\right)$ is described in 6.1.
Corollary 7.2. Let $\mathbf{k}$ be a field of characteristic zero, $n$, $d$, and $r$ be positive integers, with $r<n, N$ be the integer $N=d n+r, P$ be polynomial ring $P=\mathbf{k}[x, y, z, w]$, and $A$ be the almost complete intersection ring

$$
\frac{P}{\left(x^{N}, y^{N}, z^{N}, w^{N}, x^{n}+y^{n}+z^{n}+w^{n}\right)} .
$$

Give $P$ and $A$ the multi-grading of Definition 2.2. Then the minimal multi-homogeneous resolution of $A$ by free $P$-modules has the form

$$
0 \rightarrow L_{4} \rightarrow L_{3} \rightarrow L_{2} \rightarrow L_{1} \rightarrow L_{0}
$$

where $L_{0}=P$,

$$
\begin{aligned}
& L_{1}=\left\{\begin{array}{c}
P\left(-m_{(1,0,0,0,0)}\right) \\
\oplus \bigoplus_{\sum e_{i}=1} P\left(-m_{\left(d, r e_{1}, r e_{2}, r e_{3}, r e_{4}\right)}\right),
\end{array}\right. \\
& L_{3}=\left\{\begin{array}{c}
\bigoplus_{\sum e_{i}=1} P\left(-m_{\left(2 d+1, r e_{1}, r e_{2}, r e_{3}, r e_{4}\right)}\right)^{2 d+1} \\
\oplus_{\sum e_{i}=3} P\left(-m_{\left(2 d, r e_{1}, r e_{2}, r e_{3}, r e_{4}\right)}\right)^{2 d+1}
\end{array}\right.
\end{aligned}
$$

$$
L_{2}=\left\{\begin{array}{c}
\oplus_{\sum e_{i}=1} P\left(-m_{\left(d+1, r e_{1}, r e_{2}, r e_{3}, r e_{4}\right)}\right) \\
\oplus \bigoplus_{\sum e_{i}=4} P\left(-m_{\left(2 d-1, r e_{1}, r e_{2}, r e_{3}, r e_{4}\right)}\right)^{d} \\
\oplus \bigoplus_{\sum e_{i}=2} P\left(-m_{\left(2 d, r e_{1}, r e_{2}, r e_{3}, r e_{4}\right)}\right)^{d+1} \\
\oplus \bigoplus_{\sum e_{i}=0} P\left(-m_{\left(2 d+1, r e_{1}, r e_{2}, r e_{3}, r e_{4}\right)}\right)^{d+1}
\end{array}\right.
$$

$$
L_{4}=\left\{\begin{array}{c}
\oplus_{\sum e_{i}=0} P\left(-m_{\left(2 d+2, r e_{1}, r e_{2}, r e_{3}, r e_{4}\right)}\right)^{d} \\
\oplus \bigoplus_{\sum e_{i}=2} P\left(-m_{\left(2 d+1, r e_{1}, r e_{2}, r e_{3}, r e_{4}\right)}\right)^{d} \\
\oplus \bigoplus_{\sum e_{i}=4} P\left(-m_{\left(2 d, r e_{1}, r e_{2}, r e_{3}, r e_{4}\right)}\right)^{d+1}
\end{array}\right.
$$

and the socle of $A$ is isomorphic as a multi-graded $P$-module to

$$
\begin{aligned}
& \mathbf{k}\left(-m_{(2 d-2, n-1, n-1, n-1, n-1)}\right)^{d} \\
& \oplus \mathbf{k}\left(-m_{(2 d-1, n-1, n-1, r-1, r-1)}\right)^{d} \oplus \mathbf{k}\left(-m_{(2 d-1, n-1, r-1, n-1, r-1)}\right)^{d} \oplus \mathbf{k}\left(-m_{(2 d-1, n-1, r-1, r-1, n-1)}\right)^{d} \\
& \oplus \mathbf{k}\left(-m_{(2 d-1, r-1, n-1, n-1, r-1)}\right)^{d} \oplus \mathbf{k}\left(-m_{(2 d-1, r-1, n-1, r-1, n-1)}\right)^{d} \oplus \mathbf{k}\left(-m_{(2 d-1, r-1, r-1, n-1, n-1)}\right)^{d} \\
& \oplus \mathbf{k}\left(-m_{(2 d, r-1, r-1, r-1, r-1)}\right)^{d+1}
\end{aligned}
$$

Remark. If one ignores the M-grading on $P$ and merely views $P$ as a standard graded polynomial ring, then the minimal homogeneous resolution $L$ of Corollary 7.2 is $L_{0}=P$,

$$
\begin{aligned}
& L_{1}=P(-n) \oplus P(-(n d+r))^{4} \\
& L_{2}=P(-(n d+n+r))^{4} \oplus P(-(2 n d-n+4 r))^{d} \oplus P(-(2 n d+2 r))^{6 d+6} \oplus P(-(2 n d+n))^{d+1}, \\
& L_{3}=P(-(2 n d+n+r))^{8 d+4} \oplus P(-(2 n d+3 r))^{8 d+4} \\
& L_{4}=P(-(2 n d+2 n))^{d} \oplus P(-(2 n d+n+2 r))^{6 d} \oplus P(-(2 n d+4 r))^{d+1},
\end{aligned}
$$

and the socle of $A$ is isomorphic to

$$
\mathbf{k}(-(2 d n+2 n-4))^{d} \oplus \mathbf{k}(-(2 d n+n+2 r-4))^{6 d} \oplus \mathbf{k}(-(2 d n+4 r-4))^{d+1}
$$

Proof. The ideals $\left(x^{N}, y^{N}, z^{N}, w^{N}, x^{n}+y^{n}+z^{n}+w^{n}\right)$ and $\left(x^{N}, y^{N}, z^{N}, w^{N}\right):\left(x^{n}+y^{n}+z^{n}+w^{n}\right)$ of $P$ are linked by the complete intersection $\left(x^{N}, y^{N}, z^{N}, w^{N}\right)$. Use the resolution of Theorem 6.2 and the technique of linkage (see 3.14) to resolve $A$ and use 3.9.(e) to read the socle degrees of $A$ from the resolution of $A$.

We offer two examples of Corollaries 7.1 and 7.2.
Example 7.3. Let $\mathbf{k}$ be a field of characteristic zero and $d$ and $r$ be positive integers. Let $n=2 r, N$ be the integer $N=d n+r, P$ be polynomial ring $P=\mathbf{k}[x, y, z, w]$, and $A$ be the almost complete intersection ring

$$
\frac{P}{\left(x^{N}, y^{N}, z^{N}, w^{N}, x^{n}+y^{n}+z^{n}+w^{n}\right)} .
$$

Then $A$ is a level algebra with socle isomorphic to

$$
\mathbf{k}(-(4 r d+4 r-4))^{8 d+1}
$$

and the minimal homogeneous resolution of $A$ by free $\bar{P}$-modules is pure and has the form

$$
G: \quad \cdots \rightarrow G_{4} \rightarrow G_{3} \rightarrow G_{2} \rightarrow G_{1} \rightarrow G_{0}
$$

with

$$
G_{0}=\bar{P}, \quad G_{1}=\bar{P}(-(2 r d+r))^{4}, \quad G_{2}=\bar{P}(-(4 r d+2 r))^{8 d+7}, \quad \text { and } \quad G_{i}=\bar{P}(-(4 r d+i r))^{16 d+8}
$$

for $3 \leq i$. The matrix factorization of $x^{n}+y^{n}+z^{n}+w^{n}$ which comprises the infinite tail of $G$ consists of two matrices of homogeneous forms of degree $r$.

Example 7.4. Let $\mathbf{k}$ be a field of characteristic zero and $n, d, r$, and $c$ be positive integers, with $r<n$. Let

$$
N=d n+r, \quad n^{\prime}=c n, \quad r^{\prime}=c r, \quad \text { and } \quad N^{\prime}=c N
$$

Let $P$ be the standard graded polynomial ring $P=\mathbf{k}[x, y, z, w], \bar{P}$ and $\bar{P}^{\prime}$ be the hypersurface rings

$$
\bar{P}=P /\left(x^{n}+y^{n}+z^{n}+w^{n}\right) \quad \text { and } \quad \bar{P}^{\prime}=P /\left(x^{n^{\prime}}+y^{n^{\prime}}+z^{n^{\prime}}+w^{n^{\prime}}\right)
$$

and $A$ and $A^{\prime}$ be the almost complete intersection rings

$$
A=\frac{\bar{P}}{\left(x^{N}, y^{N}, z^{N}, w^{N}\right) \bar{P}} \quad \text { and } \quad A^{\prime}=\frac{\bar{P}^{\prime}}{\left(x^{N^{\prime}}, y^{N^{\prime}}, z^{N^{\prime}}, w^{N^{\prime}}\right) \bar{P}}
$$

The ring homomorphism $P \rightarrow P$, which sends $g$ to $g^{[c]}$, is a flat homomorphism which induces a flat ring homomorphism $\bar{P} \rightarrow \bar{P}^{\prime}$. Indeed, $P$ is a free module over the subring $\mathbf{k}\left[x^{c}, y^{c}, z^{c}, w^{c}\right]$ and $\bar{P}^{\prime}$ is a free module over the subring

$$
\frac{\mathbf{k}\left[x^{c}, y^{c}, z^{c}, w^{c}\right]}{\left(x^{n^{\prime}}+y^{n^{\prime}}+z^{n^{\prime}}+w^{n^{\prime}}\right)}
$$

Furthermore, $A \otimes_{\bar{P}} \bar{P}^{\prime} \cong A^{\prime}$. It follows that if the socle of $A$ is isomorphic to $\bigoplus_{i} \mathbf{k}\left(-\sigma_{i}\right)$, then the socle of $A^{\prime}$ is isomorphic to

$$
\begin{equation*}
\bigoplus_{i} \mathbf{k}\left(-\left(c \sigma_{i}+4 c-4\right)\right) \tag{54}
\end{equation*}
$$

and if $G$ is the minimal homogeneous resolution of $A$ by free $\bar{P}$-modules, then $G \otimes_{\bar{P}} \bar{P}^{\prime}$ is the minimal homogeneous resolution of $A^{\prime}$ by free $\bar{P}^{\prime}$-modules. In particular, if the minimal homogeneous resolution of $A$ by free $\bar{P}$-modules has the form

$$
\cdots \rightarrow \bigoplus_{j} \bar{P}\left(-\beta_{i j}\right) \rightarrow \ldots
$$

then the minimal homogeneous resolution of $A^{\prime}$ by free $\bar{P}^{\prime}$-modules has the form

$$
\begin{equation*}
\cdots \rightarrow \bigoplus_{j} \bar{P}^{\prime}\left(-c \beta_{i j}\right) \rightarrow \ldots \tag{55}
\end{equation*}
$$

It is easy to see that the formulas of Corollaries 7.1 and 7.2 satisfy (54) and (55). The phenomenon of this example is illustrated in Example 7.3; it also appears in Section 8.

## 8. The case when $N$ is a multiple of $n$.

In this section we study the ideal $\left(x^{N}, y^{N}, z^{N}, w^{N}\right)$ in the standard graded polynomial ring $\mathbf{k}[x, y, z, w]$ when $N=d n$ for some integer $d$ with $2 \leq d$. This situation is fundamentally different than the situation of Sections 6 and 7 where $N$ is not a multiple of $n$. In the present situation, the ideal $\left(x^{N}, y^{N}, z^{N}, w^{N}\right):\left(x^{n}+y^{n}+z^{n}+w^{n}\right)$ has $d+4$ generators rather than the $8 d+5$ generators of Theorem 6.2 , for $d=\left\lfloor\frac{N}{n}\right\rfloor$; the socle dimension of $\bar{P} /\left(x^{N}, y^{N}, z^{N}, w^{N}\right) \bar{P}$ is $d$ in the present section, but $8 d+1$ in Corollary 7.2; and the projective dimension of the $\bar{P}$-module $\bar{P} /\left(x^{N}, y^{N}, z^{N}, w^{N}\right) \bar{P}$ is finite in the present section, but infinite in Corollary 7.1.

Proposition 8.1. Let $\mathbf{k}$ be a field of characteristic zero, $n$ and $d$ be integers, with $1 \leq n$ and $2 \leq d, N=d n, P$ be the standard graded polynomial ring $P=\mathbf{k}[x, y, z, w], R, A$, and $\bar{P}$ be the quotient rings:

$$
\begin{aligned}
& R=P /\left(x^{N}, y^{N}, z^{N}, w^{N}\right):\left(x^{n}+y^{n}+z^{n}+w^{n}\right) \\
& A=P /\left(x^{N}, y^{N}, z^{N}, w^{N}, x^{n}+y^{n}+z^{n}+w^{n}\right), \text { and } \\
& \bar{P}=P /\left(x^{n}+y^{n}+z^{n}+w^{n}\right) .
\end{aligned}
$$

Then the following statements hold.
(a) The minimal homogeneous resolution of $R$ by free $P$-modules has the form

$$
0 \rightarrow P(-(4 d n-n)) \rightarrow \begin{gathered}
P(-(3 d n-n))^{4} \\
P(-(2 d n+n))^{d}
\end{gathered} \rightarrow \begin{gathered}
P(-(2 d n-n))^{d+3}
\end{gathered}{ }_{\substack{\oplus \\
P(-(2 d n))^{d+3}}} \rightarrow \begin{gathered}
P(-d n)^{4} \\
P(-(2 d n-2 n))^{d}
\end{gathered} \rightarrow P
$$

(b) The minimal homogeneous resolution of A by free P-modules has the form
(c) The socle of $A$ is isomorphic to $\mathbf{k}(-(2 d n+2 n-4))^{d}$.
(d) The $\bar{P}$-module $A$ has finite projective dimension and the minimal homogeneous resolution of $A$ by free $\bar{P}$-modules has the form

$$
0 \rightarrow \bar{P}(-(2 d n+n))^{d} \rightarrow \underset{\underset{\bar{P}(-(2 d n-n))^{d}}{\stackrel{\rightharpoonup}{P}(-2 d n)^{3}}}{\bar{P}} \rightarrow \bar{P}(-d n)^{4} \rightarrow \bar{P}
$$

Proof. The ring homomorphism $P \rightarrow P$, which sends each element $g$ of $P$ to $g^{[n]}$, is flat. Indeed, $P$ is a free $\mathbf{k}\left[x^{n}, y^{n}, z^{n}, w^{n}\right]$-module. In a similar manner, the ring homomorphism

$$
P /(x+y+z+w) \rightarrow \bar{P}
$$

which sends the class of $g$ in $P /(x+y+z+w)$ to the class of $g^{[n]}$ in $\bar{P}$, is a flat homomorphism. Indeed, $\bar{P}$ is a free $\mathbf{k}\left[x^{n}, y^{n}, z^{n}, w^{n}\right] /\left(x^{n}+y^{n}+z^{n}+w^{n}\right)$-module. Furthermore, the ideals

$$
\left(x^{N}, y^{N}, z^{N}, w^{N}\right) \quad \text { and } \quad\left(x^{N}, y^{N}, w^{N}, z^{N}\right):\left(x^{n}+y^{n}+z^{n}+w^{n}\right) \quad \text { in } \quad \bar{P},
$$

are the images of

$$
\left(x^{d}, y^{d}, z^{d}, w^{d}\right) \quad \text { and } \quad\left(x^{d}, y^{d}, w^{d}, z^{d}\right):\left(x^{d}+y^{d}+z^{d}+w^{d}\right) \quad \text { in } \quad \frac{P}{(x+y+z+w)},
$$

under the homomorphism $(-)^{[n]}: P /(x+y+z+w) \rightarrow \bar{P}$. Consequently, in order to prove (a), (b), and (d), as stated, it suffices to prove the corresponding assertions when $n=1$. Of course, (c) is an immediate consequence of (b) and 3.9.(e).

Through out the rest of the proof $n=1$.
(a) Take $n=1$ and let

$$
F: \quad 0 \rightarrow F_{4} \rightarrow F_{3} \rightarrow F_{2} \rightarrow F_{1} \rightarrow P
$$

be the minimal homogeneous resolution of $R$ by free $P$-modules. According to Corollary 5.8, the ideal

$$
\left(x^{d}, y^{d}, z^{d}, w^{d}\right):(x+y+z+w)
$$

is minimally generated by $x^{d}, y^{d}, z^{d}, w^{d}$, together with $d$ additional generators of degree $2 d-2$. It follows that

$$
F_{1}=P(-d)^{4} \oplus P(-(2 d-2))^{d}
$$

The socle of $R$ has degree $4(d-1)-1$; hence, $F_{4}=P(-(4 d-1))$ by 3.9.(e). Use the self-duality of $F$; see (40); to compute

$$
F_{3}=P(-(3 d-1))^{4} \oplus P(-(2 d+1))^{d}
$$

Rank is additive on exact sequences and the rank of $R$ as a $P$-module is zero. It follows that $F_{2}$ has rank $2 d+6$ as a $P$-module. Use Hilbert functions to determine the degrees of the generators of $F_{2}$. It is shown in Proposition 4.2 that

$$
H_{R}(k)=\left\{\begin{array}{c}
H_{P}(k+\varepsilon)-4 H_{P}(k+\varepsilon-d)+6 H_{P}(k+\varepsilon-2 d) \\
-4 H_{P}(k+\varepsilon-3 d)+H_{P}(k+\varepsilon-4 d)
\end{array}\right.
$$

where

$$
\varepsilon= \begin{cases}0, & \text { if } k<2 d-2, \text { and } \\ 1, & \text { if } 2 d-2 \leq k\end{cases}
$$

Hilbert functions are additive on exact sequences; hence

$$
H_{F_{2}}(k)=H_{R}(k)-H_{P}(k)+H_{F_{1}}(k)+H_{F_{3}}(k)-H_{F_{4}}(k)= \begin{cases}0, & \text { if } k \leq 2 d-2, \text { and } \\ d+3, & \text { if } k=2 d-1\end{cases}
$$

Thus, $P(-(2 d-1))^{d+3}$ is a summand of $F_{2}$. The resolution $F$ is self-dual; hence $P(-2 d)^{d+3}$ is also a summand of $F_{2}$. The rank of $F_{2}$ is $2 d+6$. We conclude that $F_{2}=P(-(2 d-1))^{d+3} \oplus P(-2 d)^{d+3}$. Assertion (a) has been established.

One can easily produce a resolution of $A$ by free $P$-modules using linkage (see 3.14); however some care has to be taken in order to convert this resolution into a minimal resolution. We prefer to first resolve $A$ by free $\bar{P}$ modules and then lift the resolution by free $\bar{P}$ modules to a resolution by free $P$-modules. That is, we first prove (d) and then we deduce (b).
(d) Consider the $\mathbf{k}[x, y, z]$-algebra isomorphism

$$
\bar{P}=\frac{\mathbf{k}[x, y, z, w]}{(x+y+z+w)} \rightarrow Q=\mathbf{k}[x, y, z]
$$

which sends

$$
\begin{equation*}
\text { the class of } w \text { to }-(x+y+z) \tag{56}
\end{equation*}
$$

Observe that the map (56) sends $A$ isomorphically onto $A^{\prime}=Q /\left(x^{d}, y^{d}, z^{d},(x+y+z)^{d}\right)$. We know from Proposition 5.7 and the Buchsbaum-Eisenbud Theorem (see for example, Lemma 5.4) that the minimal homogeneous resolution of

$$
\frac{Q}{\left(x^{d}, y^{d}, z^{d}\right):(x+y+z)^{d}}
$$

by free $Q$-modules, has the form of the bottom complex of

where

$$
\chi= \begin{cases}1, & \text { if } d \text { is even, and } \\ 0, & \text { if } d \text { is odd }\end{cases}
$$

It follows from the theory of linkage (see 3.14) that a resolution of

$$
\frac{Q}{\left(x^{d}, y^{d}, z^{d},(x+y+z)^{d}\right)}=A^{\prime}
$$

by free $Q$-modules, is obtained by taking the mapping cone of the dual of (57). It is important to recall from Proposition 5.7 that if $\chi$ is positive, then $z^{d}$ is a minimal generator of

$$
\left(x^{d}, y^{d}, z^{d}\right):(x+y+z)^{d}
$$

and therefore, one copy of $Q(-d) \stackrel{ }{\leftrightarrows} Q(-d)$ is a direct summand of $\alpha_{1}$ in (57); and the corresponding summand $Q(-2 d)^{\chi} \rightarrow Q(-2 d)^{\chi}$ splits from the shifted mapping cone of the dual of (57). At any rate, one obtains a homogeneous resolution of $A^{\prime}$ by free $Q$-modules of the form

A quick look at the twists in the resolution guarantees that the resolution is minimal. This completes the proof of (d).
(b) One may interpret (d) to say that $\frac{\mathbf{k}[x, y, z, w]}{\left(x^{d}, y^{d}, z^{d},(x+y+z)^{d}\right)}$ has a minimal homogeneous resolution, by free $P$ modules, of the form

$$
L: \quad 0 \longrightarrow P(-(2 d+1))^{d} \longrightarrow P(-2 d)^{3} \oplus P(-(2 d-1))^{d} \longrightarrow P(-d)^{4} \longrightarrow P .
$$

Observe that

$$
0 \rightarrow \frac{\mathbf{k}[x, y, z, w]}{\left(x^{d}, y^{d}, z^{d},(x+y+z)^{d}\right)} \xrightarrow{x+y+z+w} \frac{\mathbf{k}[x, y, z, w]}{\left(x^{d}, y^{d}, z^{d},(x+y+z)^{d}\right)} \rightarrow A \rightarrow 0
$$

is an exact sequence of $P$-modules; and therefore, the mapping cone of $L[-1] \xrightarrow{x+y+z+w} L$ is minimal homogeneous resolution of $A$.

$$
\text { 9. THE GENERATORS OF }\left(x^{d}, y^{d}, z^{d}\right):(x+y+z)^{d} \text { AND }\left(x^{d}, y^{d+1}, z^{d}\right):(x+y+z)^{d+1} \text {. }
$$

We exhibit explicit elements in the ideals

$$
\left(x^{d}, y^{d}, z^{d}\right):(x+y+z)^{d} \quad \text { and } \quad\left(x^{d}, y^{d+1}, z^{d}\right):(x+y+z)^{d+1} .
$$

We used these explicit elements in Proposition 5.7 to determine the graded Betti numbers of these ideals when the field has characteristic zero. (Indeed, in Proposition 5.7 we record a minimal generating set for these ideals.) These ideals define compressed codimension three Gorenstein quotient rings with odd socle degree. Compressed codimension three Gorenstein quotient rings with even socle degree are well-understood, see Lemma 5.4 or [6], in particular, they have linear resolutions. However, no theory provides the graded Betti numbers of compressed codimension three Gorenstein quotient rings with odd socle degree. In order to produce the graded Betti numbers, we were forced to produce a minimal generating set.

Proposition 9.1. Let $R$ be the ring $\mathbf{Z}[x, y, z]$. Let $j, d, \varepsilon$, and $\sigma$ be integers with

$$
1 \leq j \leq d, \quad 0 \leq \varepsilon \leq 1, \quad \text { and } \quad j-1 \leq \sigma \leq d-1
$$

Let

$$
\begin{equation*}
F_{\sigma, j, \varepsilon}=\sum_{k=0}^{j-1}(-1)^{\sigma+k}\binom{d-1-k}{d-j}\binom{d-1-\sigma+k}{k}\binom{\sigma+\varepsilon}{j-1+\varepsilon} x^{k} z^{\sigma-k} \tag{58}
\end{equation*}
$$

and

$$
\begin{equation*}
f_{j, \varepsilon}=\sum_{s=j-1}^{d-1} F_{s, j, \varepsilon} y^{d-1-s} \tag{59}
\end{equation*}
$$

Then $f_{j, \varepsilon} \in\left(x^{d}, y^{d+\varepsilon}, z^{d}\right):(x+y+z)^{d+\varepsilon}$.
The proof of Proposition 9.1 uses the following identity twice.
Lemma 9.2. [9, Lemma 2.24] Let $a, z, p, w$, and $c$ be integers with $0 \leq a$. Then

$$
\sum_{m \in \mathbf{Z}}(-1)^{m}\binom{a}{m}\binom{m+z}{p}\binom{m+w}{c}=(-1)^{a} \sum_{\ell \in \mathbf{Z}}\binom{z}{p-\ell}\binom{a}{\ell}\binom{w+\ell}{c-a+\ell} .
$$

In Lemma 9.2 the binomial coefficient $\binom{a}{b}$ makes sense for all pairs of integers $(a, b)$, with

$$
\binom{a}{b}= \begin{cases}\frac{a(a-1) \cdots(a-b+1)}{b!}, & \text { if } 0<b, \\ 1, & \text { if } 0=b, \text { and } \\ 0, & \text { if } b<0\end{cases}
$$

In particular,

$$
\begin{equation*}
\binom{a}{b}=(-1)^{b}\binom{b-a-1}{b}, \tag{60}
\end{equation*}
$$

holds for all integers $a$ and $b$. The other fact about binomial coefficients that we use often is the familiar fact that

$$
\begin{equation*}
\text { if } 0 \leq a<b \text {, then } \quad\binom{a}{b}=0 \tag{61}
\end{equation*}
$$

The proof of Proposition 9.1. There are three steps.
Step 1. We expand the product $(x+y+z)^{d+\varepsilon} f_{j, \varepsilon}$ into the form

$$
(x+y+z)^{d+\varepsilon} f_{j, \varepsilon}=\sum_{A+B+C=2 d-1+\varepsilon} X_{A B C} x^{A} y^{B} z^{C}
$$

where, for each 3-tuple of exponents $(A, B, C)$, there is a finite set of ordered pairs $S_{A B C}$ such that

$$
X_{A B C}=\sum_{(k, s) \in S_{A B C}}(-1)^{s+k} Y_{j d \varepsilon A B C s k}
$$

with

$$
\begin{equation*}
Y_{j d \varepsilon A B C s k}=\binom{d+\varepsilon}{B+s+1-d}\binom{2 d-B-s-1+\varepsilon}{A-k}\binom{d-1-k}{d-j}\binom{d-1-s+k}{d-1-s}\binom{s+\varepsilon}{j-1+\varepsilon} \tag{62}
\end{equation*}
$$

Step 2. We prove that if $A, B$, and $C$ satisfy

$$
\begin{equation*}
0 \leq A, C \leq d-1, \quad 0 \leq B \leq d-1+\varepsilon, \quad \text { and } \quad A+B+C=2 d-1+\varepsilon \tag{63}
\end{equation*}
$$

then

$$
X_{A B C}=\sum_{s \in \mathbf{Z}} \sum_{k \in \mathbf{Z}}(-1)^{s+k} Y_{j d \varepsilon A B C s k}
$$

Step 3. For $A, B, C$ satisfying (63), we apply Lemma 9.2 to

$$
\sum_{k \in \mathbf{Z}}(-1)^{k}\binom{2 d-B-s-1}{A-k}\binom{d-1-k}{d-j}\binom{d-1-s+k}{d-1-s}
$$

then we apply Lemma 9.2 to $\sum_{s \in Z}(-1)^{s}$ of the three remaining terms which involve $s$. We conclude $X_{A B C}=0$.

We carry out Step 1. Write

$$
(x+y+z)^{d+\varepsilon}=\sum_{\substack{a+b+c=d+\varepsilon \\ 0 \leq a, b, c}}\binom{d+\varepsilon}{a, b, c} x^{a} y^{b} z^{c}
$$

It follows that $(x+y+z)^{d+\varepsilon} f_{j, \varepsilon}$ is equal to

$$
\begin{gathered}
\sum_{\substack{a+b+c=d+\varepsilon \\
0 \leq a, b, c}} \sum_{s=j-1}^{d-1} \sum_{k=0}^{j-1}(-1)^{s+k}\binom{d+\varepsilon}{a, b, c}\binom{d-1-k}{d-j}\binom{d-1-s+k}{k}\binom{s+\varepsilon}{j-1+\varepsilon} x^{k+a} y^{d-1-s+b} z^{s-k+c} \\
=\sum_{\substack{A+B+C=2 d-1+\varepsilon \\
0 \leq A, B, C}} X_{A B C} x^{A} y^{B} z^{C}
\end{gathered}
$$

where $X_{A B C}$ is equal to

$$
\sum_{s=j-1}^{d-1} \sum_{k=0}^{j-1}(-1)^{s+k}\binom{d+\varepsilon}{a, b, c}\binom{d-1-k}{d-j}\binom{d-1-s+k}{k}\binom{s+\varepsilon}{j-1+\varepsilon} Q_{d s k a b c A B C}
$$

for

$$
\begin{aligned}
Q_{d s k a b c A B C} & =\chi(k+a=A) \chi(d-1-s+b=B) \chi(s-k+c=C) \chi(0 \leq a) \chi(0 \leq b) \chi(0 \leq c) \\
& = \begin{cases}1, & \text { if } k+a=A, d-1-s+b=B, s-k+c=C, 0 \leq a, 0 \leq b, \text { and } 0 \leq c \text { and } \\
0, & \text { otherwise. }\end{cases}
\end{aligned}
$$

In general, we use the convention that if " $S$ " is a statement then

$$
\chi(S)= \begin{cases}1, & \text { if } S \text { is true, and } \\ 0, & \text { if } S \text { is false }\end{cases}
$$

At this point the binomial coefficients all have the form $\binom{a}{b}$ with $0 \leq b \leq a$; so we may write

$$
\binom{d+\varepsilon}{a, b, c}=\binom{d+\varepsilon}{b}\binom{d-b+\varepsilon}{a} \quad \text { and } \quad\binom{d-1-s+k}{k}=\binom{d-1-s+k}{d-1-s}
$$

without penalty. Replace $a$ with $A-k ; b$ with $B-d+1+s$; and $c$ with $C-s+k$. Observe that

$$
X_{A B C}=\sum_{s=j-1}^{d-1} \sum_{k=0}^{j-1}(-1)^{s+k} Y_{j d \varepsilon A B C s k} \chi(0 \leq A-k) \chi(0 \leq B+s+1-d) \chi(0 \leq C+k-s)
$$

In other words,

$$
X_{A B C}=\sum_{k=0}^{\min \{A, j-1\}} \sum_{s=\max \{j-1, d-1-B\}}^{\min \{d-1, k+C\}}(-1)^{s+k} Y_{j d \varepsilon A B C s k}
$$

This completes Step 1.
We carry out Step 2. Assume (63). We prove that

$$
X_{A B C}=\sum_{s \in \mathbf{Z}} \sum_{k \in \mathbf{Z}}(-1)^{s+k} Y_{j d \varepsilon A B C s k}
$$

It suffices to show that if $Y_{j d \varepsilon A B C s k} \neq 0$, then
(a) $d-1-B \leq s$
(b) $j-1 \leq s$,
(c) $s \leq C+k$,
(d) $s \leq d-1$,
(e) $k \leq A$,
(f) $k \leq j-1$, and
(g) $0 \leq k$.

The hypothesis that $\binom{d+\varepsilon}{B+s+1-d} \neq 0$ implies $0 \leq B+s+1-d$; thus $d-1-B \leq s$, which is (a). Add $\varepsilon$ to both sides of (a) and use $B \leq d-1+\varepsilon$ from (63) in order to see that

$$
\begin{equation*}
0 \leq d-1+\varepsilon-B \leq s+\varepsilon \tag{64}
\end{equation*}
$$

The hypothesis that $\binom{s+\varepsilon}{j-1+\varepsilon} \neq 0$, together with (64) and (61), guarantees that

$$
j-1+\varepsilon \leq s+\varepsilon
$$

hence, $j-1 \leq s$, which is (b). The sum $d+\varepsilon$ is positive; hence, the hypothesis

$$
\binom{d+\varepsilon}{B+s+1-d} \neq 0
$$

together with (61), implies $B+s+1-d \leq d+\varepsilon$, which, in turn, implies

$$
\begin{equation*}
0 \leq 2 d-B-s-1+\varepsilon \tag{65}
\end{equation*}
$$

The hypothesis $\binom{2 d-B-s-1+\varepsilon}{A-k} \neq 0$, together with (65) and (61) implies

$$
A-k \leq 2 d-B-s-1+\varepsilon
$$

which implies $s \leq(2 d-1-A-B+\varepsilon)+k$. Recall from (63) that $2 d-1-A-B+\varepsilon=C$. We have established $s \leq C+k$, which is (c). It also follows, by way of (63), that

$$
s-k \leq C \leq d-1
$$

hence

$$
\begin{equation*}
0 \leq d-1-s+k \tag{66}
\end{equation*}
$$

The hypothesis $\binom{d-1-s+k}{d-1-s} \neq 0$ implies that $0 \leq d-1-s$; thus $s \leq d-1$, which is (d). The hypothesis $\binom{2 d-B-s-1+\varepsilon}{A-k} \neq 0$ implies $0 \leq A-k$; thus $k \leq A$, which is (e). Recall from (63) that $A \leq d-1$. It follows that $k \leq d-1$; hence

$$
\begin{equation*}
0 \leq d-1-k \tag{67}
\end{equation*}
$$

The hypothesis $\binom{d-1-k}{d-j} \neq 0$, together with (67) and (61), ensures that $d-j \leq d-1-k$. It follows that $k \leq j-1$ and this is (f). The hypothesis $\binom{d-1-s+k}{d-1-s} \neq 0$, together with (66) and (61), implies

$$
d-1-s \leq d-1-s+k
$$

Thus, $0 \leq k$, and this is ( g ). This completes Step 2 .
We carry out Step 3. The parameters satisfy

$$
0 \leq A, C \leq d-1, \quad 0 \leq B \leq d-1+\varepsilon, \quad A+B+C=2 d-1+\varepsilon, \quad \text { and } \quad 1 \leq j \leq d
$$

We prove that $X_{A B C}$, which is equal to

$$
\sum_{s \in \mathbf{Z}} \sum_{k \in \mathbf{Z}}(-1)^{s+k}\binom{d+\varepsilon}{B+s+1-d}\binom{2 d-B-s-1+\varepsilon}{A-k}\binom{d-1-k}{d-j}\binom{d-1-s+k}{d-1-s}\binom{s+\varepsilon}{j-1+\varepsilon},
$$

is equal to zero. Apply (60) to write

$$
\binom{d-1-s+k}{d-1-s}=(-1)^{d-1-s}\binom{-k-1}{d-1-s}
$$

Let $K=A-k$. Observe that $X_{A B C}$ is equal to

$$
\sum_{s}(-1)^{A+d+1}\binom{d+\varepsilon}{B+s+1-d}\left[\sum_{K}(-1)^{K}\binom{2 d-B-s-1+\varepsilon}{K}\binom{K+d-1-A}{d-j}\binom{K-A-1}{d-1-s}\right]\binom{s+\varepsilon}{j-1+\varepsilon}
$$

The sum $d+\varepsilon$ is non-negative; consequently the binomial coefficient $\binom{d+\varepsilon}{B+s+1-d}$ is zero unless

$$
B+s+1-d \leq d+\varepsilon
$$

Thus, $X_{A B C}$ is also equal to

$$
\sum_{s \leq 2 d-B-1+\varepsilon}(-1)^{A+d+1}\binom{d+\varepsilon}{B+s+1-d}\left[\sum_{K}(-1)^{K}\binom{2 d-B-s-1+\varepsilon}{K}\binom{K+d-1-A}{d-j}\binom{K-A-1}{d-1-s}\right]\binom{s+\varepsilon}{j-1+\varepsilon} .
$$

Apply Lemma 9.2 with

$$
a=2 d-B-s-1+\varepsilon, \quad z=d-1-A, \quad p=d-j, \quad w=-A-1, \quad \text { and } \quad c=d-1-s
$$

Notice that $0 \leq a$. Conclude that $X_{A B C}$ is equal to

$$
\sum_{s \leq 2 d-B-1+\varepsilon}(-1)^{A+B+s+d+\varepsilon}\binom{d+\varepsilon}{B+s+1-d}\left[\sum_{\ell \in \mathbf{Z}}\binom{d-1-A}{d-j-\ell}\binom{2 d-B-s-1+\varepsilon}{\ell}\binom{-A-1+\ell}{-d+B+\ell-\varepsilon}\right]\binom{s+\varepsilon}{j-1+\varepsilon} .
$$

The binomial coefficient $\binom{d+\varepsilon}{B+s+1-d}$ continues to be zero unless $s \leq 2 d-B-1+\varepsilon$; thus, we may remove the bound $s \leq 2 d-B-1+\varepsilon$ from the summation sign without changing the value of the sum. Apply (60) to write

$$
\binom{2 d-B-s-1+\varepsilon}{\ell}=(-1)^{\ell}\binom{\ell-2 d+B+s-\varepsilon)}{\ell}
$$

Gather the factors which involve $s$ and observe that $X_{A B C}$ is equal to

$$
\sum_{\ell \in \mathbf{Z}}(-1)^{A+B+d+\ell+\varepsilon}\binom{d-1-A}{d-j-\ell}\left[\sum_{s \in \mathbf{Z}}(-1)^{s}\binom{d+\varepsilon}{B+s+1-d}\binom{\ell-2 d+B+s-\varepsilon}{\ell}\binom{s+\varepsilon}{j-1+\varepsilon}\right]\binom{-A-1+\ell}{-d+B+\ell-\varepsilon} .
$$

Let $S=B+s+1-d$ to see that $X_{A B C}$ is equal to

$$
\sum_{\ell \in \mathbf{Z}}(-1)^{A+1+\ell+\varepsilon}\binom{d-1-A}{d-j-\ell}\left[\sum_{S \in \mathbf{Z}}(-1)^{S}\binom{d+\varepsilon}{S}\binom{S+\ell-d-1-\varepsilon}{\ell}\binom{S+d-B-1+\varepsilon}{j-1+\varepsilon}\right]\binom{-A-1+\ell}{-d+B+\ell-\varepsilon} .
$$

Use Lemma 9.2 with

$$
a=d+\varepsilon, \quad z=\ell-d-1-\varepsilon, \quad p=\ell, \quad w=d-B-1+\varepsilon, \quad \text { and } \quad c=j-1+\varepsilon
$$

to see that $X_{A B C}$ is equal to

$$
\sum_{\ell \in \mathbf{Z}}(-1)^{A+d+1+\ell}\binom{d-1-A}{d-j-\ell}\left[\sum_{L \in \mathbf{Z}}\binom{\ell-d-1-\varepsilon}{\ell-L}\binom{d+\varepsilon}{L}\binom{d-B-1+L+\varepsilon}{j-1-d+L}\right]\binom{-A-1+\ell}{-d+B+\ell-\varepsilon} .
$$

Every non-zero term in the above sum satisfies

$$
0 \leq d-j-\ell, \quad 0 \leq \ell-L, \quad \text { and } \quad 0 \leq j-1-d+L
$$

Thus, every non-zero term satisfies

$$
d+1-j \leq L \leq \ell \leq d-j
$$

There are no ordered pairs $(\ell, L)$ which satisfy these constraints; thus, $X_{A B C}=0$, and the proof is complete.

## REFERENCES

[1] L. Avramov, I. Henriques, and L. Şega, Quasi-complete intersection homomorphisms, Pure Appl. Math. Q. 9 (2013), 579-612.
[2] M. Boij, Betti numbers of compressed level algebras, J. Pure Appl. Algebra 134 (1999), 111-131.
[3] D. Buchsbaum and D. Eisenbud, Algebra structures for finite free resolutions, and some structure theorems for ideals of codimension 3, Amer. J. Math. 99 (1977), 447-485.
[4] D. Eisenbud, Homological algebra on a complete intersection, with an application to group representations, Trans. Amer. Math. Soc. 260 (1980), 35-64.
[5] D. Eisenbud and F.-O. Schreyer, Tate Resolutions and Maximal Cohen-Macaulay Approximations, https://arxiv.org/pdf/1906.06398v1.pdf
[6] S. El Khoury and A. Kustin, The explicit minimal resolution constructed from a Macaulay inverse system, J. Algebra 440 (2015), 145-186.
[7] J. Herzog and M. Kühl, On the Betti numbers of finite pure and linear resolutions, Comm. Algebra 12 (1984) 1627-1646.
[8] A. Iarrobino, Compressed algebras: Artin algebras having given socle degrees and maximal length, Trans. Amer. Math. Soc. 285 (1984), 337-378.
[9] A. Kustin, The cohomology of the Koszul complexes associated to the tensor product of two free modules, Comm. Algebra 33 (2005), 467-495.
[10] A. Kustin, Using DG-methods to build a matrix factorization, https://arxiv.org/pdf/1905.11435.pdf J. Commut. Algebra, to appear.
[11] A. Kustin, H. Rahmati, A. Vraciu, The resolution of the bracket powers of the maximal ideal in a diagonal hypersurface ring, J. Algebra 369 (2012), 256-321.
[12] A. Kustin and L. Şega, The structure of quasi-complete intersection ideals, https://arxiv.org/pdf/1809.11094.pdf
[13] A. Kustin, L. Şega, and A. Vraciu, Poincaré series of compressed local Artinian rings with odd top socle degree, J. Algebra 505 (2018), 383-419.
[14] A. Kustin and B. Ulrich, Socle degrees, resolutions, and Frobenius powers J. Algebra 322 (2009), 25-41.
[15] A. Kustin and A. Vraciu, Socle degrees of Frobenius powers, Illinois J. Math. 51 (2007), 185-208.
[16] A. Kustin and A. Vraciu, The weak Lefschetz property for monomial complete intersections in positive characteristic, Trans. Amer. Math. Soc. 366 (2014), 4571-4601.
[17] J. Migliore and R. Miró-Roig, On the minimal free resolution of $n+1$ general forms, Trans. Amer. Math. Soc. 355 (2003), 1-36.
[18] J. Migliore, R. Miró-Roig, U. Nagel, Monomial ideals, almost complete intersections and the weak Lefschetz property, Trans. Amer. Math. Soc. 363 (2011), 229-257.
[19] C. Miller, H. Rahmati and R. R.G., Betti numbers of the Frobenius power of the maximal ideal over a general hypersurface, https://arxiv.org/pdf/1910.07565.pdf
[20] C. Peskine and L. Szpiro, Liaison des variétés algébriques I, Invent. Math. 26 (1974), 271-302.
[21] L. Reid, L. Roberts, M. Roitman, On complete intersections and their Hilbert functions, Canad. Math. Bull. 34 (1991), 525-535.
[22] M.E. Rossi and L. Şega, Poincaré series of modules over compressed Gorenstein local rings, Adv. Math. 259 (2014), 421-447.
[23] R. Stanley, Weyl groups, the hard Lefschetz theorem, and the Sperner property, SIAM J. Algebraic Discrete Methods 1 (1980), 168-184.
[24] J. Watanabe, A note on Gorenstein rings of embedding codimension three, Nagoya Math. J. 50 (1973), 227-232.
[25] J. Watanabe, The Dilworth number of Artinian rings and finite posets with rank function, Commutative algebra and combinatorics (Kyoto, 1985), 303-312, Adv. Stud. Pure Math., 11, North-Holland, Amsterdam, 1987.

Andrew R. Kustin, Department of Mathematics, University of South Carolina, Columbia, SC 29208, U.S.A.
Email address: kustin@math.sc.edu
R.R.G., Department of Mathematical Sciences, George Mason University, Fairfax, VA 22030, U.S.A

Email address: rrebhuhn@gmu.edu
Adela Vraciu, Department of Mathematics, University of South Carolina, Columbia, SC 29208, U.S.A.
Email address: vraciu@math.sc.edu


[^0]:    Date: August 13, 2021.
    2010 Mathematics Subject Classification. 13D02, 13C40, 13H10, 13A02.
    Key words and phrases. almost complete intersection ring, compressed algebra, free resolution, Gorenstein ring, Hilbert function, hypersurface ring, linkage, maximal Cohen-Macaulay module, matrix factorization, socle degrees, weak Lefschetz property.

    Research partly supported by Simons Foundation collaboration grant 233597.

