Mathematics 700 Test #1 Name: Solution Key

Show your work to get credit. An answer with no work will not get credit.

(1) (15 Points) Define the following:
(a) Linear independence. The vectors vy, vs,. .., v, in the vector space V are linearly
independent iff for scalars ¢1,¢o,...,c, € F if

c1v1 + cvg + -+ cpu, =0

then ¢; = ¢ = -+ = ¢, = 0. RESTATEMENT: The only linear combination of
v1, Vg, ..., V, that vanishes is the trivial linear combination.

(b) The kernel of a linear map S: V — W where V and W are vector spaces. The kernel
of S, denoted by ker(S), is give by

ker(S) :={v eV :Sv =0}

(¢) The rank of a linear map. If T: V' — W is a linear map between vector space, then
the rank of 7" is the dimension of the subspace Image(T) := {Tv : v € V} of W.
RESTATEMENT: The rank of a linear map is the dimension of it image.
(d) The dimension of a vector space. The dimension of a vector space is the number of
elements in any of its bases. (This is independent of which basis is used to define it.)
(2) (10 Points) Find (no proof required) a linear transformation 7: R* — R? so that
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As so by linearity and using the values of 7' that are given by (1)
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Solution 2: We look for 7" as being given by a matrix.

Tw_abc x_aa?+by+cz
Z_def y_da:+ey+fz'

<

The the conditions (1) imply

1 1 1
a 1 a-+b 3 a+b+c 5
ik =) T N =) } -l = i)

This leads to the system of equations

a=1 d=
a+b=3 d+e=4
a+b+c=5 d+e+f=6

which can easly be solved to give
a=1, b=2 c¢c=2, d=2, e=2, [f=2
and so

* [m+2y+2z}

r ZZ{ - 20 + 2y + 22|

(3) (10 Points) Find (no proof required) a basis for the set of the space of vectors (z,y, z,u,v) €
RS that satisfy

r+ y+ 2+ u+ v=_0
T+ y+2z2+2u+2v=0
r+ y+ 2+ u+2v=0.

Solution: Form the matrix of this system:

—
—_ =
— N
—_ N =
DN DN =

0
0
0
By elmentary row operations this can be reduced to row echelon form
0
0
0

OO =
o O =
o = O
O = O
— o O

So the system is equivalent to

r+y=0
z+u=0

Vv =



and therefore the general solution is
T =—y
y = any real number
z=—u
u = any real number
v=20
Therefore the elments of the soltion space to the given equations are of the form
(—y,y,—u,u,0) =y(—1,1,0,0,0) + «(0,0,—1,1,0).

Thus {(—1,1,0,0,0),(0,0,—1,1,0)} is a basis.
(4) (20 Points) Let P3 be the vector space of polynomials of degree at most 3. Define T': P35 — Ps
by
Tp(x) =p'(z+1) —p'(2).
(a) Find the matrix of T in the basis B := {1,z, 22, 23}.
Solution: The matrix of 7" is the matrix whose columns are the coordiate vectors of
T1, Tx, Tx? T3 If p(z) = 1 then p/(z) = 0 and so Tp(z) = p(z+1) — p(z) = 0 in this
case. Likewise if p(z) = x then p'(z) =1 and Tp(z) =p'(z+ 1) —p/(x) =1—-1=0. If
p(z) = 22, then p/(z) = 2z and so Tp(x) = p'(z+1) —p'(x) = 2(x+1) — 2z = 2. Finally
if p(x) = 23, then p/(x) = 32? and Tp(x) = p'(x +1) —p/(z) = 3(x +1)* — 32® = 62 + 3.

Whence
[0 0
0 0
Tl =0~ NE T =0~ ME
_O 0
2] 3
2 0 3_ 6
Tz =2 ol Tzr” =6x+3 0
O_ 0
Therefore the matrix of T is
00 2 6
0 00 3
Tlsz=19 0 0 o
0 00O

(b) What are the rank, nullity and trace of 77
Solition: As the rank, nullity and trace of T" are the same as the rank, nullity, and
trace of its matrix we see that

rank(7) = 2, nullity (7") = 2, trace(T") = 0.
(5) (15 Points) Show that if vy, vs, v3 are vectors in the vector space R* such that
v1 —4vy + 3v3 =0
then
Span{vy,va} = Span{vy, va, v3}.



Solution: From v; — 4vy 4+ 3v3 = 0 we can solve for v3 to get vg = —%vl + %vz. Let v €
Span{vy, vg,v3} then, by the definition of being in the span, there are scalars ¢y, co,c3 € R
so that v = ¢yv1 4 covg + c3v3. Then, using the expression we have for v3 in terms of v; and
v, we have

1 4
U = C1V] + CVUg + C3V3 = C1V1 + CoU2 + C3 (—gvl + 51)2)

1 4
= (01 — gcg) v + <02 + gcg) ve € Span{uvy, ve}.

As v was any element of Span{vy, ve,vs3} this implies Span{v;, vs,v3} C Span{vy,vo}. The
opposite inclusion Span{vy,va} C Span{wy, vy, v3} is clear. So Span{vy, vo} = Span{v;, v, v3}
and we are done.

(6) (15 Points) Let S: R® — R!7 be a linear map with nullity(S) = 2. Then show directly (that
is without using the rank plus nullity theorem) that rank(S) = 3.

Solution: As dimker(S) = nullity(S) = 2 the subspace ker(S) of V' has a basis vy, vq
with two elments. The vector space R® is 5 dimensional therefore the basis vy, vy of ker(S)
can be extended to a basis vy, v, v3, V4, v5 of R® with 5 elments.

CLAIM: Svy, Svy, Svs is a basis of Image(S). To see this we first need to show that this
set spans Image(S). Let y € Image(S). Then y = Sz for some x € R®. Thus, as vy,...,vs
is a basis of R, there are scalars x1, z2, T3, T4, 5 € R with

T = T V1 + ToVUg + T3V3 + T4U4 + T5V5.
As vy, vy € ker(S) we then have Sv; = Svy = 0 and so
y = Sz = S(z1v1 + 09 + X303 + T4V + T5U5)
= x115v1 + 125V + x3Sv3 + Swa04 + T5SU5
=0+ 0+ 2353 + Sxavs + 1555
= 23503 + Sx4v4 + 25505 € Span{Svs, Svy, Svs}.

Thus Svg, Svy, Sus spans Image(S). To see that Swvy, Svy, Svs are linearly independent let
c3, ¢4, C5 be scalars so that

c3Sv3 + ¢4 Svy + c5Svs = 0.
Then, by the linearity of S,
S(Cg?}g + cqvy + C5U5) =0

This imples c3v3 + c4v4 + c5v5 € ker(S) and vy, vy are a basis for ker(S) so there are scalars
ay,as € R so that
C3V3 + C4V4 + C5V5 = Q101 + A203.

Rewriting as
—@1V1 — AV + C3V3 + C4V4 + C5U5 = a1V + agvy = 0

and using that vy, va, ..., vs are linearly independent this implies c3 = ¢4 = ¢5 = 0. Thus (2)
implies that c¢3 = ¢4 = ¢5 = 0. Thus shows that Swvs, Svy, Svs is independent and completes
the proof of the claim that Swvs, Svy, Svs is a basis of Image(.S).

The claim shows that Image(.S) is three dimensional. But then, by the definition of rank,
rank(S) = dim Image(S) = 3. done.



(7) (15 Points) Let S: R!'Y — R? and T: R!® — R’ be linear maps. Then show there are two
linearly independent vectors u,v € R!® with Su = Sv =0 and Tu = Tv = 0.
Solution 1: As Image(S) C R? and Image(S) C R® we have rank(S) < 3 and rank(T) <
5. Thus from the rank plus nullity theorem

10 = dim R = rank(S) + nullity(S) < 3 + nullity(S),
10 = dim R = rank(7") + nullity(T) < 5 + nullity (7).
These imply
dim ker(.S) = nullity(S) > 7, dimker(7") = nullity(7") > 5.

But then, using that ker(S)+ker(T) is a subspace of R1?, so that dim(ker(S)+ker(T")) < 10,
we have

dim(ker(S) Nker(7)) + 10 > dim(ker(S) Nker(7")) 4+ dim(ker(S) + ker(T))
= dimker(S) + dim ker(7")
>745=12

Substract 10 from both sides of this to get dim(ker(S) Nker(7)) > 2. As the dimension of
the intersection is > 2 there are linearly independent vectors u,v € ker(S) N ker(7"). But

then Su = Sv=0and Tu =Tv = 0. done.
Solution 2: Define a map L: R — R3 x R® = R® by
Lz = (Sz,Tx).

Then for z1,22 € R'? and ¢;,¢, € R
L(Clilil + 513'2.%2) = (S(Cll'l + CEQIQ), T(Cll'l + 33'256'2))
= (Clsl'l + CQSZL’Q, clTxl + CQTﬁL’Q)
= Cl(le, TIl) + CQ(SI‘Q, T.Z’Q)
= ci Lz + coLxs.

Therefore L is linear.
As Tmage(L) C R® we have rank(L) = dimImage(L) < 8. Therefore by the rank plus
nullity theorem
10 = dim R = nullity(L) + rank(L) < 8.
This implies dimker(L) = nullity(L) > 2. Thus there are two linearly independent vectors
u,v € ker(L). Then
Lu = (Su,Tu) = (0,0), Lv=(Sv,Tv)=(0,0).

and we have Su=Sv=0and Tu=Tv = 0. done.



