
Mathematics 700 Final Name:

Show your work to get credit. An answer with no work will not get credit.

1. De�ne the following:
(a) eigenvalue.

Let T : V ! V be linear map (where V is a vector space over the �eld of scalars F).
Then � 2 F is an eigenvalue i� there is nonzero vector v 2 V so that Tv = �v.

Remark: It was popular to de�ne an eigenvalue to be a root of the characteristic equation
det(�I � T ) = 0. That such roots are the eigenvalues is the conclusion of a theorem, not

the de�nition.
(b) eigenvector.

Let T : V ! V be linear map (where V is a vector space over the �eld of scalars F). Then
v 2 V is an eigenvector i� v is nonzero and there is a scalar � 2 F so that Tv = �v.

(c) coordinates of a vector relative to a basis.
Let V have V = fv1; : : : ; vng as an ordered basis. Then any vector x 2 V can be uniquely

written as x = x1v1 + x2v2 + � � � xnvn were x1; x2; : : : ; xn 2 F. Then the column vector

[x]V =

2
664
x1
x2
...
xn

3
775

is the coordinate vector of x in the basis V and the scalars x1; x2; : : : ; xn are the

coordinates of x in this basis.
(d) the three elementary row operations.

The elementary row operations over a commutative ring R are:
(i) Multiplying a row by an invertible element of R.
(ii) Interchanging two rows.

(iii) Adding a scalar multiple of one row to another row.
(e) the Smith Normal Form of a matrix over a Euclidean domain.

Let A 2 Mm�n(R). Then F is a the Smith normal form of A i� F is equivalent to F by
elementary row and column operations and F is diagonal of the form

F =

2
66666664

f1
f2

. . .

fr
0

. . .

3
77777775

where the elemnts f1; f2; : : : ; fr are nonzero and satisfy f1 j f2 j � � � j fr�1 j fr.

(f) V is the direct sum of W1; : : : ;Wk.
The vector space V is a direct sum of W1; : : : ;Wk i� W1 [ � � � [Wk spans V and every
elment v 2 V can be uniquely expressed as v = w1 + w2 + � � �+ wk with wi 2Wi.

2. Let V be a vector space and let v1; : : : ; vn 2 V be linearly independent vectors. Let v 2 V be
a vector so that v =2 Spanfv1; : : : ; vng. Show that fv1; : : : ; vn; vg is a linearly independent set.



Solution: To show that fv1; : : : ; vn; vg is a linearly independent set we need to show that if

the linear combination

a1v1 + � � � + anvn + av = 0(1)

then all of the scalars a1; : : : ; an; a are zero. First we note that a = 0, for i� not we can solve

a1v1 + � � � + anvn + av = 0 for v to get

v =
�a1

a
v1 +

�a2

a
vn + � � � +

�an

a
vn 2 Spanfv1; : : : ; vng;

contradiction the assumption that v =2 Spanfv1; : : : ; vng. Using a = 0 in (1) implies

a1v1 + � � � + anvn = 0:

But as fv1; : : : ; vng is linearly independent this implies that a1 = a2 = � � � an = 0 as required.

3. Let Mk�k(R) be the vector space of k � k matrices over the real numbers. T : M3�3(R) !
M2�2(R) be linear. Show there is a nonzero symmetric matrix, A, so that T (A) = 0. (Recall

that A is symmetric i� At = A where At is the transpose of A.)

Solution: Let S � M3�3(R) be the subspace of M3�3(R) of symmetric matrices. Then

dimS = 6 as it as for a basis8<
:
2
41 0 0
0 0 0

0 0 0

3
5 ;
2
40 0 0
0 1 0

0 0 0

3
5 ;
2
40 0 0
0 0 0

0 0 1

3
5 ;
2
40 1 0
1 0 0

0 0 0

3
5 ;
2
40 0 1
0 0 0

1 0 0

3
5 ;
2
40 0 0
0 0 1

0 1 0

3
5
9=
; :

Let S = T
��
S
be the restriction of T to S. Then S : S ! M2�2(R) and dimM2�2(R) = 4.

Therefore rankS+nullityS = 6 implies that nullityS = dimkerS � 2. Therefore kerS 6= f0g.
So letting A be a nonzero element of kerS � S and using that S is the restriction of T we see

that T (A) = S(A) = 0. Thus A is a nonzero symmetric matrix with T (A) = 0.
4. What is the Jordan canonical form, over the complex numbers, of a matrix that has elementary

divisors x� 1, (x� 1)2, x2 � 6x+ 25, (x2 � 6x+ 25)2?

Solution: Over the complex numbers we have the factorization x2 � 6x + 25 = (x � (3 +

4i))(x � (3 � 4i)). Therefore the Jordan canonical form will consist of the block diagonal
matrix with the Jordan blocks for (x�1), (x�1)2, (x� (3+4i)), (x� (3+4i))2, (x� (3�4i)),

and (x� (3� 4i))2 along the diagonal. That is the Jordan form is2
666666666664

1

1
1 1

3 + 4i
3 + 4i

1 3 + 4i
3� 4i

3� 4i
1 3� 4i

3
777777777775

where all unspeci�ed elements are zero.



5. Let

A =

2
664
0 1 0 0
1 0 0 0

1 2 1 �1
3 4 1 1

3
775

Then for A �nd

(a) The invariant factors.
Solution: By de�nition the invariant factors of A are the invariant factors of xI �A over

the Euclidean domain R[x]. As this is block lower triangular we have

det(xI � A) = det

�
x �1
�1 x

�
det

�
x� 1 1
�1 x� 1

�
= (x2 � 1)((x� 1)2 + 1)

= (x� 1)(x+ 1)(x2 + 2x+ 2):

This has distinct prime factors so the elementary divisors of xI � A are f1 = f2 = f3 = 1
and f4 = (x � 1)(x + 1)(x2 + 2x + 2). (This is because f1 j f2 j f3 j f4 and f1f2f3f4 =

(x� 1)(x+ 1)(x2 + 2x+ 2). So if f3 6= 1, then the then f2
3
j (x� 1)(x+ 1)(x2 + 2x+ 2) so

that the square of some non-constant polynomial would divide (x� 1)(x+1)(x2+2x+2).

As this is not the case we have f3 = 1.)
(b) The elementary divisors.

Solution: The elementary divisors are the prime power factors of the invariant factors.
So in this case they are q1 = x� 1, q2 = x+ 1, q3 = x2 � 2x+ 2.

(c) The minimal polynomial.
Solution: The minimal polynomial is just the invariant factor of largest degree. That is
minA(x) = fx = (x� 1)(x+ 1)(x2 + 2x+ 2).

(d) The rational canonical form over the reals.
Solution: The rational canonical form is the block diagonal matrix with the companion

matrices of the elementary divisors along the diagonal. This is2
664
1 0 0 0

0 �1 0 0
0 0 0 �2

0 0 1 2

3
775

6. Let V be a �nite dimensional vector space over the real numbers R and let W be a subspace
of V . Assume that there are vectors v1; v2 2 V so that

v1 =2W and v2 =2 Span(fv1g [Wg):

There show there is a linear functional f 2 V � so that f(w) = 0 for all w 2 W , f(v1) = 1 and

f(v2) = 2.

Solution: We know that a given in �nite dimensional vector spaces we can separate a vector

not in a subspace form a subspace by a linear functional. This means that we can �nd linear
functionals f1; f2 2 V � so that

f1(v1) = 1; and f1(w) = 0 for all w 2 W

and

f2(v2) = 1 and f2(x) = 0 for all x 2 Span(fv1g [Wg):



Let f be the linear combination of f1 and f2 given by

f = f1 + (2� f1(v2))f2:

(Note that (2� f1(v2)) is a scalar so this is a linear combination.) Then if w 2W we have

f(w) = f1(w) + (2� f1(v2))f2(w) = 0

as f1 and f2 are both zero on W . Next

f(v1) = f1(v1) + (2� f1(v2))f2(v1) = 1 + 0 = 1

as f1(v1) = 1 and f2(v1) = 0. And to �nish

f(v2) = f1(v1) + (2� f1(v2))f2(v2) = f1(v1) + (2� f1(v2)) = 2

as f2(v2) = 1.
7. Let V be a �nite dimensional vector space over the complex numbers and P : V ! V a linear

map so that P 2 = P . Show that traceP = rankP

Solution: We know that if P 2 = P (that is P is a projection) that V = imageP�kerP . (This
can be seen directly as for v 2 V we have v = Pv + (v � Pv) and P (v � Pv) = Pv � P 2v =

Pv�Pv = 0 so that v�Pv 2 kerP . Therefore imageP+kerP = V . But if v 2 imageP\kerP
then we have v = Px for some x. Then Pv = P 2x = Px = v. Therefore, as also v 2 imageP ,

v = Pv = 0. Thus imageP \kerP = f0g. But imageP+kerP = V and imageP \kerP = f0g
imply that V = V = imageP � kerP . Let n = dimV and r = dim imageP = rankP and
choose a basis v1; : : : ; vr of imageP and then a basis of vr+1; : : : ; vn of kerP . Then fv1; : : : ; vng

is a basis of V . If 1 � i � r then vi 2 imageP so that vi = Pxi for some xi 2 V . But then
Pvi = P 2xi = Pxi = vi. If r + 1 � j � n then vj 2 kerP and so Pvj = 0. Summarizing:

Pvi =

(
vi; 1 � i � r;

0; r + 1 � i � n:

This implies the matrix of P in the basis V = fv1; : : : ; vng is the block matrix

[P ]V =

�
Ir 0
0 0

�
where Ir is the r � r identity matrix. But then traceP = trace[P ]V = r = rankP .

8. Let P2 = Spanf1; x; x2g be the real polynomials of degree � 2. De�ne T : P2 ! P2 by

T (p)(x) = p(x+ 1):

Let P�
2
be the dual space to P2 and let � 2 P�

2
be the functional

�(p) = p(�3):

Then compute hx2; T ��i.

Solution: This is just a case through the de�nitions:

hx2; T ��i = hTx2;�i

= h(x+ 1)2;�i

= (�3 + 1)2

= 4:



9. A 5�5 real matrix A has minimal polynomial minA(x) = (x�1)2(x�2)(x�3) and trace(A) =

10. What is the rational canonical form for A?

Solution: Let f1; : : : ; f5 be the invariant factors of A. Then f5 is the minimal polynomial of
A and so f5 = (x� 1)2(x� 2)(x� 3). We also know that the product f1f2f3f4f5 = charA(x) =

det(xI �A) which has degree 5. Therefore the only possibilities for the other invariant factors
are f1 = f2 = f3 = 1 and f3 is one of x� 1, x� 2, x3. Let f4 = x� a were a (which is either 1,

2, or 3) is to be determined. Then the elementary divisors of A will be (x� 1)2 = x2� 2x+1,
x� 2, x� 3 and x� a so that the rational canonical form is2

66664
0 �1 0 0 0

1 2 0 0 0
0 0 2 0 0
0 0 0 3 0

0 0 0 0 a

3
77775 :

The trace of this is 0 + 2 + 2 + 3 + a = 7+ a and we are given that the trace is 10. Therefore

a = 3 and the rational cononical form of A is2
66664
0 �1 0 0 0

1 2 0 0 0
0 0 2 0 0

0 0 0 3 0
0 0 0 0 3

3
77775 :

10. Let V and W be vector spaces over the �eld F and let v1; : : : ; vn 2 V and w1; : : : ; wn 2 W so
the following tow conditions hold
(a) Spanfv1; : : : ; vng = V (but we do not assume fv1; : : : ; vng is linearly independent),

(b) For any scalars c1; : : : ; cn 2 F

nX
k=1

ckvk = 0 implies

nX
k=1

ckwk = 0:(2)

Show that there is a unique linear map T : V ! W so that Tvk = wk for 1 � k � n.

Solution: By reordering we can assume that v1; : : : ; vk is a basis of V where k � n. Then for
k + 1 � j � n we have that vj 2 Spanfv1; : : : ; vkg. By our basic existence theorem for linear

maps we that that there is a unique linear map T : V ! W so that

Tvi = wi for 1 � i � k:

(Note that if the required map exists that it must satisfy this condition. This shows that if

T exists, then it is unique.) For k + 1 � j � n we have that vj 2 Spanfv1; : : : ; vkg there are
scalars c1; : : : ; ck so that vj = c1v1 + � � � ckvk. Therefore

Tvj = T (c1v1 + � � � ckvk) = c1Tv1 + � � � + ckTvk = c1w1 + � � � + ckwk:(3)

But we also have

vj � c1v1 � � � � � ckvk = 0:

By the condition (2) this implies wj � c1w1 � � � � � ckwk = 0 so that

wj = c1w1 + � � � + ckwk:(4)



Now combining (3) and (4) gives that Tvj = wj . This shows that Tvi = wi for 1 � i � n and

completes the proof.


