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Abstract: Let f(x) be a polynomial with non-negative integer
coefficients for which f(10) is prime. A result of A. Cohn implies
that if the coefficients of f(x) are ≤ 9, then f(x) is irreducible. In
1988, the first author showed that the bound 9 could be replaced
by 1030. We show here that the bound 9 can be replaced by the
number in the title and that this is the largest integer with this
property. Other related results are established.

1. Introduction

Let dndn−1 . . . d1d0 be the decimal representation of a prime, and let

f(x) = dnx
n + dn−1x

n−1 + · · ·+ d1x+ d0.

A result attributed to A. Cohn in [8] asserts that such an f(x) is irreducible. Here
and throughout this paper, irreducibility is in the ring Z[x] unless stated otherwise.
In particular, for f(x) as above and for most polynomials considered in this paper,
f(10) is a prime so that if f(x) is a constant, then it is also irreducible.

Cohn’s result has been extended to all bases b ≥ 2 in [3], to base b representations
of kp where k is a positive integer < b and p is a prime in [4], and an analog to
function fields over finite fields in [7]. This paper focuses more in the direction of [5]
where the coefficients of f(x) are allowed to be larger. More specifically, we begin
with an f(x) =

∑n
j=0 ajx

j ∈ Z[x] with aj ≥ 0 for each j and for which f(10) is a
prime. If aj ≤ 9 for all j, then Cohn’s theorem implies f(x) is irreducible. But what
happens in the case that the aj are not bounded by 9?

Before delving into the subject further, we give a simple argument with a per-
haps surprising conclusion that will be instructive for later purposes. Fix f(x) =∑n
j=0 ajx

j ∈ Z[x] satisfying aj ≥ 0 for each j and f(10) is a prime as above. For



2 M. Filaseta and S. Gross

now, we require no upper bound on the size of the coefficients aj . Suppose f(x)
is reducible over Q. Then f(x) = g(x)h(x) for some g(x) and h(x) having integer
coefficients, positive degrees and positive leading coefficients. The condition f(10) is
prime implies that one of g(10) or h(10) is ±1. We may suppose g(10) = ±1 and do
so. Since f(x) has non-negative coefficients, f(x) and, therefore, g(x) cannot have
positive real roots. Since the leading coefficient of g(x) is positive, we deduce from
the classical Intermediate Value Theorem that g(10) > 0. Thus, g(10) = 1. Let b
denote the leading coefficient of g(x) and β1, . . . , βr the roots of g(x) included to
their multiplicities. Thus, deg g = r, and we have

1 = |g(10)| = b

r∏
j=1

|10− βj | ≥
r∏
j=1

|10− βj |.

We deduce that at least one root of g(x) is in the disc

D = {z ∈ C : |10− z| ≤ 1}.

Recalling f(x) has no positive real roots, we have the following.

Lemma 1.1. Let f(x) be a reducible polynomial with non-negative integer coeffi-
cients such that f(10) is a prime. Then f(x) has a non-real root in D.

Next, since the complex conjugate of a root of f(x) will be a root of f(x), there
is a root α ∈ D of f(x) with positive imaginary part. One can easily argue then
that

α = reiθ, where r ≥ 9 and 0 < θ ≤ sin−1(1/10).

One checks that for each k ∈ {1, 2, . . . , 31}, we have

0 < kθ ≤ 31 sin−1(1/10) < π.

As a consequence, we see that

Im(αk) = rk sin(kθ) > 0, for 1 ≤ k ≤ 31.

Recall again that the coefficients of f(x) are non-negative. Assuming 1 ≤ n ≤ 31
where n = deg f , then Im(f(α)) ≥ Im(αn) > 0, contradicting that α is a root of
f(x). In other words, we have the following.

Theorem 1.2. Let f(x) =
∑n
j=0 ajx

j ∈ Z[x] satisfying aj ≥ 0 for each j and f(10)
is a prime. If deg f ≤ 31, then f(x) is irreducible.

Therefore, as long as the polynomial f(x) has degree ≤ 31, no upper bound on
the coefficients of f(x) are needed to deduce that f(x) is irreducible. The coefficients
need not be digits at all, just non-negative integers with f(10) prime.

The above result was observed in [5]. With a little work, one can come up with
an example of a reducible f(x) with non-negative integer coefficients satisfying f(10)
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is prime. An example similar to the following was given in [5]:

x32 + 4x3 + 10x2 + 5603286754010141567161572638924x

+ 61091041047613095559860106055489.

One checks that this polynomial f(x) is divisible by x2 − 20x + 101 and satisfies
f(10) is prime. Thus, the bound 31 is best possible in Theorem 1.2.

One goal of this paper is to show that the above example is best possible in
another sense.

Theorem 1.3. Let f(x) be a polynomial with non-negative integer coefficients sat-
isfying f(10) is prime. If deg f = 32 and the coefficients of f(x) are

≤ 61091041047613095559860106055488,

then f(x) is irreducible.

The above, however, is not the focus of our paper. We are interested in the
more general question of what happens for polynomials f(x) of arbitrary degree. If
deg f > 32, the conclusion of Theorem 1.3 is no longer true. One example is given
by the polynomial

x129 + 6208148546560766275675039036819x98

+ 49598666989151226098104244512918x97

+ · · ·+ 49598666989151226098104244512918x32

+ 49598666989151226098104244512917x31

+ 49598666989151226098104244512918x30

+ · · ·+ 49598666989151226098104244512918x5

+ 49598666989151226098104244512919x4

+ 49598666989151226098104244512918x3

+ 49598666989151226098104244512721x2

+ 49598666989151226098104244512898x

+ 43390518442590459822429205486401.

To clarify, if f(x) is the above polynomial, then it has terms of every degree ≤ 98
with each coefficient skipped in the “· · · ” notation above equal to

N = 49598666989151226098104244512918.

One checks that f(x) is divisible by x2 − 20x+ 101 and that f(10) is prime.
It is not a coincidence that N is the number given in the title of our paper.

Observe that f(x) has one coefficient, the one for x4, that is equal to N + 1. This is
the only coefficient of f(x) that exceeds N . The main goal of this paper is to show
that if all the coefficients f(x) ∈ Z[x] are non-negative and ≤ N and if f(10) is
prime, then f(x) is irreducible. The above example shows that this result is sharp.
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In fact, we prove more, explaining the important role of x2−20x+101 in our above
examples.

Theorem 1.4. Let f(x) be a polynomial with non-negative integer coefficients and
with f(10) prime. If the coefficients are each ≤ N , then f(x) is irreducible. Fur-
thermore, if the coefficients are

≤ 8592444743529135815769545955936773

and f(x) is reducible, then f(x) is divisible by x2 − 20x+ 101.

We will postpone giving further examples in this paper until later, but as we
will see, the second bound in Theorem 1.4 is also sharp. Suppose still that f(x) is
a polynomial with non-negative integer coefficients and with f(10) prime. We will
also see that if the coefficients of f(x) are ≤ 1.169 × 1034 and f(x) is reducible,
then f(x) is divisible by one of x2 − 20x + 101 and x2 − 19x + 91. To put this
in perspective, N = 4.9598 . . . × 1031 and the second bound on the coefficients in
Theorem 1.4 is 8.5924 . . .× 1033.

A multitude of related problems are suggested by these results. As noted earlier,
analogous results should hold with f(10) replaced by f(b) where b is an integer
≥ 2 and with the bounds in the results modified. The authors are obtaining such
results, but they are not complete and involve changes to a function F (z) that
plays an important role in this paper and is described in the next section. As might
be expected, smaller values of b are somewhat more difficult to handle and this is
particularly the case for b = 2.

Related to Theorem 1.2, we will establish that if f(x) is a reducible polynomial
with non-negative integer coefficients satisfying f(10) prime and deg f ≤ 34, then
f(x) is divisible by x2 − 20x+ 101. An example will show that 34 is sharp for this
bound. We will also see later that if instead deg f ≤ 36, then f(x) is divisible by
one of x2 − 20x+ 101 and x2 − 19x+ 91. One can extend results of this nature as
follows. Fix a positive integer D. Then there is a finite set of polynomials S1(D)
such that

• If g(x) ∈ S1(D), then deg g ≥ 1 and g(10) = 1.
• If f(x) ∈ Z[x] is reducible, has degree ≤ D, has non-negative coefficients

and satisfies f(10) is prime, then f(x) is divisible by some g(x) ∈ S1(D).

On the other hand, the two bounds given in Theorem 1.4 suggest that given a
fixed upper bound B, there is a finite set of polynomials S2(B) satisfying both the
following:

• If g(x) ∈ S2(B), then deg g ≥ 1 and g(10) = 1.
• If f(x) ∈ Z[x] is reducible, has non-negative coefficients each ≤ B and

satisfies f(10) is prime, then f(x) is divisible by some g(x) ∈ S2(B).

Although we can establish that S1(D) exists, we do not know whether S2(B) exists.
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To what extent can the approaches here be extended to obtain results in the
case that f(10) or, more generally, f(b) is not prime but instead a small multiple
of a prime? As suggested earlier, if f(x) =

∑n
j=0 ajx

j ∈ Z[x] with 0 ≤ aj ≤ 9 and
f(10) = kp where p is a prime and k a positive integer ≤ 9, then f(x) is irreducible
over Q. If k = 10, then a0 = 0 and f(x) will have the factor x. Nevertheless, as
noted in [4] and [6], still more can be said. For example, if instead f(10) = kp where
p is a prime and k a positive integer ≤ 81, then either f(x) is irreducible or there
is a linear factor g(x) of f(x) with g(10) a divisor of k. Results from [5] imply that
some of this work can be generalized to allow for the coefficients aj of f(x) to be
larger than 9. It would be interesting to know to what extent the approach here
can lead to best possible results on the size of aj in these cases.

Reminiscent of the results in [5], suppose we ask instead for the limit infimum
of the numbers N0 ∈ R having the property that if f(x) =

∑n
j=0 ajx

j ∈ Z[x] with
0 ≤ aj ≤ N0an for each j and with f(10) prime, then f(x) is irreducible. What can
be said about the precise value of N0? Although Theorem 1.4 implies N0 ≤ N + 1,
maybe N0 > N .

Let T be the set of positive integers m with the property that if dndn−1 . . . d1d0

is the decimal (or base b for a fixed b) representation of m, then
∑n
j=0 djx

j is
irreducible. Probably T has asymptotic density 1 in the set of positive integers, but
this is not known. There are other nice classes of integers besides small multiples
of primes which belong to T , notably the integers of the form 5k and 16k for an
arbitrary positive integer k, but we do not even know if T includes a set of positive
density in the set of positive integers.

The results of the next section will imply that if g(x) is a non-constant poly-
nomial in Z[x] and g(0) = 1, then either g(x) has at least one of i, (1 + i

√
3)/2

and (−1 + i
√

3)/2 as a root or g(x) has a root α with |Re(α)| < 1.617 and
| Im(α)| < 0.856. What kind of extensions of this result exist? E. Dobrowolski (pri-
vate communication) has given an argument to show that there is a similar region
with g(x) having the property that either it has one of a finite list of factors or it
has a root with | Im(α)| < 0.76. He has also shown that this no longer holds if one
replaces the upper bound 0.76 by a number < 1/2.

Before continuing, we note that the computations in this paper were done with
Maple 15 and the primality of relevant numbers encountered checked using Sage. It
is also worth noting that some preliminary bounds making use of prior techniques
were obtained in [1] and [2]. As we will see, some preliminary results based on [1]
and [5] play a role in the approach given here.

2. A root bounding function

Let f(x) be a non-constant polynomial with non-negative integer coefficients such
that f(10) is a prime. Assume f(x) is reducible so that f(x) = g(x)h(x) where each
of g(x) and h(x) is in Z[x], has positive degree and has positive leading coefficient.
As before, f(10) being prime allows us to deduce one of g(10) and h(10) equals 1.



6 M. Filaseta and S. Gross

We suppose, as we may, that g(10) = 1.
There will be three main ideas used to obtain the results in this paper. One of

the main ideas involves the use of a certain rational function that will enable us
to obtain important information about the location of a root of the factor g(x).
The second idea is to use an approach in [5] in combination with the first idea to
bound the coefficients of f(x) in the case that f(x) is reducible but not divisible by
one of Φ3(x − 10), Φ4(x − 10) and Φ6(x − 10), where Φn(x) is the nth cyclotomic
polynomial. The third idea is tied to bounding the coefficients of the second factor
h(x) by elements formed from a certain recursion relation and using this information
to obtain bounds on the coefficients of f(x) in the case that f(x) is divisible by one
of Φ3(x− 10), Φ4(x− 10) and Φ6(x− 10). In this section, we give the details of the
first idea.

The proof of Lemma 1.1 implies that g(x) has a non-real root in D. We now
obtain some different information about a root of g(x). The basic idea is to say that
either g(x) has a root in common with one of

Φ3(x− 10) = (x− 10)2 + (x− 10) + 1 = x2 − 19x+ 91,

Φ4(x− 10) = (x− 10)2 + 1 = x2 − 20x+ 101

and

Φ6(x− 10) = (x− 10)2 − (x− 10) + 1 = x2 − 21x+ 111,

or g(x) has roots near 10 and closer to the real axis than the roots of these three
quadratics. In addition to the notation Φn(x) already indicated above, we make use
of ζn to denote e2πi/n.

Let z = x+ iy, and consider the function

F (z) =
N(x, y)
D(x, y)

where

N(x, y) = |10 + ζ6 − z|6|10 + ζ6 − z|6|10 + ζ3 − z|6

· |10 + ζ3 − z|6|10 + i− z|4|10− i− z|4

and

D(x, y) = |10− z|40.

As can be verified by a direct computation, the expressions

|10 + ζ6 − z|2 |10 + ζ6 − z|2, |10 + ζ3 − z|2 |10 + ζ3 − z|2,
|10 + i− z|2 |10− i− z|2, and |10− z|2

are all polynomials in Z[x, y]. Thus, N(x, y) and D(x, y) are in Z[x, y] and F (z) is
a rational function in x and y.
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To motivate the role of F (z), we express g(x) in the form

g(x) = b

r∏
j=1

(x− βj).

Thus, b is the leading coefficient of g(x), and β1, . . . , βr are the roots of g(x) and,
hence, also roots of f(x). Observe that the expressions

|g (10 + ζ6)|6
∣∣g (10 + ζ6

)∣∣6 |g (10 + ζ3)|6
∣∣g (10 + ζ3

)∣∣6 |g (10 + i)|4 |g (10− i)|4

|g (10)|40

and

1
b8

r∏
j=1

F (βj)

are equal. We denote these common values by V . Now, each of

g (10 + ζ6) g
(
10 + ζ6

)
, g (10 + ζ3) g

(
10 + ζ3

)
, and g (10 + i) g (10− i)

is a symmetric polynomial, with coefficients in Z, in the roots of an irreducible monic
quadratic in Z[x]. Hence, each of these expressions is a rational integer. Thus, the
numerator of the first expression for V above is in Z. Since also g(10) = 1 and
V ≥ 0, we deduce that either V = 0 or V ∈ Z+. The definition of V also implies
that V = 0 precisely when at least one of Φ3(x− 10), Φ4(x− 10) and Φ6(x− 10) is
a factor of g(x). If none of these quadratics is a factor of g(x), we necessarily have
that V ∈ Z+. In this case, the product in the second expression for V above must
be a positive integer. Since F (z) is a non-negative real number for all z ∈ C, we
deduce that F (βj) ≥ 1 for at least one value of j ∈ {1, 2, . . . , r}. In other words,
there is a root β of g(x), and consequently of f(x), satisfying F (β) ≥ 1. Note that
g(10) = 1 implies β 6= 10.

Before delving further into the arguments in this section, we summarize the
important role of F (z). Only using that g(x) ∈ Z[x] and g(10) = 1, we have shown
that either g(x) has at least one of the factors Φ3(x−10), Φ4(x−10) and Φ6(x−10),
or g(x) has a root

β ∈ R = {z ∈ C : F (z) ≥ 1}.

In the latter case, an analysis of the region R in the complex plane will enable us
to obtain important information about β. The graph in Figure 1 depicts the region
R. In the graph, 8.383 < Re(z) < 11.617 and | Im(z)| < 0.856. Although the graph
is only based on numerical approximations, it helps motivate the subsequent argu-
ments that give us precise information about β. For simplicity, we will sometimes
refer to points (x, y) being in R, and this is to be interpreted as the point x + iy

in the complex plane being in R. For example, we will see later that all the points
(x, y) ∈ R lie below the line y = tan(π/36)x. This then means that the x+ iy ∈ R
satisfy y ≤ tan(π/36)x.
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Figure 1

To analyze the complex z = x + iy for which F (z) ≥ 1, we return to our
representation of F (z) as N(x, y)/D(x, y) where N(x, y) and D(x, y) are explicit
polynomials in Z[x, y]. We define

P (x, y) = D (x, y)−N (x, y) .

By direct computation (or a little thought) one sees that

P (x, y) =
20∑
j=0

aj(x)y2j

where each aj(x) is in Z[x]. The definition of D(x, y) implies that D(x, y) > 0 for
all (x, y) ∈ R2 with (x, y) 6= (10, 0). We deduce that

F (x+ iy) ≥ 1 and P (x, y) ≤ 0

are equivalent for (x, y) 6= (10, 0). The equations F (z) = 1 and P (x, y) = 0 are
similarly equivalent for (x, y) 6= (10, 0). In other words, pairs (x, y) ∈ R2 satisfying
P (x, y) = 0 correspond precisely to those complex numbers z = x+ iy, with x and
y in R, satisfying F (z) = 1.

Lemma 2.1. There exists an a > 0 and a function ρ (x) defined on an interval I
of the form [10− a, 10 + a] satisfying the following:

(a) For any given x /∈ I, P (x, y) = 0 has no real roots in y.
(b) ρ (10± a) = 0.
(c) P (x, ρ (x)) = 0 for all x ∈ I.
(d) ρ (x) is a continuously differentiable function on the interior of I and continuous

on I.
(e) If x and y are real numbers for which P (x, y) ≤ 0, then x ∈ I and |y| ≤ ρ(x).

To help explain Lemma 2.1, we note that the complex numbers x + iρ(x) are
the points along the boundary of the region R which are on or above the real axis.
Thus, 10± a correspond to the points where this boundary intersects the real axis.
Given that P (x, y) is a polynomial in y2 with coefficients in Z[x], we see that R is
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symmetric about the real axis so that the points x− iρ(x) are the points along the
boundary of R that are on or below the real axis.

Our proof of Lemma 2.1, in particular part (d), will make use of the well-known
Implicit Function Theorem (see, for example, [9]), which we state next.

Lemma 2.2. Let O be an open set in R2 and let W : O −→ R. Suppose W has
continuous partial derivatives Wx and Wy on O. Let (x0, y0) ∈ O be such that

W (x0, y0) = 0 and Wy (x0, y0) 6= 0.

Then there is an open interval I0 ∈ R and a real valued, continuously differentiable
function φ defined on I0 such that x0 ∈ I0, φ (x0) = y0, (x, φ (x)) ∈ O for all x ∈ I0,
and W (x, φ (x)) = 0 for all x ∈ I0.

Proof of Lemma 2.1. For 0 ≤ j ≤ 20, define pj(x) = aj(x+ 10), and set

P0(x, y) =
20∑
j=0

pj(x)yj =
20∑
j=0

aj(x+ 10)yj .

Thus,

P0

(
x, y2

)
= P (x+ 10, y) . (2.1)

To follow the arguments below the reader will want to use the explicit formulation
of P (x, y) ∈ Z[x] prior to Lemma 2.1 to compute the exact values of pj(x). To
simplify our notation and avoid confusion, we use P0 (y) for P0 (x, y) when we are
viewing P0(x, y) as a polynomial in y. We calculate the discriminant ∆(x) of P0 (y).
After obtaining ∆(x), a polynomial in Z[x] of degree 304, we use a Sturm sequence
to check that ∆(x) has no real roots. Also, ∆(0) < 0, so it follows that ∆(x) < 0
for all real x.

For each real x, the inequality ∆ (x) 6= 0 implies that P0 (y) has no repeated
roots. The polynomial P0(y) is monic, that is p20(x) = 1. In particular, this means
that for each real x, the degree of P0(y) is 20, and P0(y) must have an even number
of real roots. We show next that P0(y) has at least one real root.

For a fixed x, if the roots of P0 (y) are α1, . . . , α20, then

∆ (x) =
∏

1≤i<j≤20

(αi − αj)2 , (2.2)

where we have used that P0(y) is monic. For convenience, relabel the roots of P0 (y)
so that α1, . . . , αr1 are the real roots and β1, β1, . . . , βr2 , βr2 are the non-real roots.
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Then

∆(x) =
( ∏

1≤j<k≤r1

(αj − αk)2
)
×
( r1∏
j=1

r2∏
k=1

(αj − βk)2
(
αj − βk

)2)

×
( ∏

1≤j<k≤r2

(βj − βk)2
(
βj − βk

)2(
βj − βk

)2 (
βj − βk

)2)

×
( r2∏
j=1

(
βj − βj

)2)

=
( ∏

1≤j<k≤r1

(αj − αk)2
)
×
( r1∏
j=1

r2∏
k=1

|αj − βk|4
)

×
( ∏

1≤j<k≤r2

|βj − βk|4
∣∣βj − βk∣∣4)× ( r2∏

j=1

(
βj − βj

)2)

= C1 × C2 × C3 × (−1)r24r2
r2∏
j=1

(Im(βj))
2
,

where C1, C2 and C3 are positive. Since ∆(x) < 0, we deduce that r2 is odd. Also,
degP0(y) = 20 implies r1 + 2r2 = 20. Therefore, r1 > 0, and P0(y) has a positive
even number of real roots.

Using a Sturm sequence, we verify that p0(x) has exactly two distinct real roots.
One checks that p0(x) is a polynomial in x2 so that p0(x) has a positive root, which
we call a and a negative root which will be −a. A computation gives a = 1.6167 . . . ,
accurate to the digits shown. We show that a has the properties stated in the lemma.
Let J denote the interval [−a, a]. Using Sturm sequences, one can verify that for
each j ∈ {1, 2, . . . , 20}, the polynomial pj(x) has all of its real roots in the interval
[−1.5, 1.5] ⊂ J .

Recalling (2.1), we see that to prove (a), we need only show that for any given
x0 /∈ J , the real roots of P0 (x0, y) are all negative. A simple calculation shows that
pj(±2) > 0 for all j ∈ {0, 1, . . . , 20}. Since none of the pj(x) have real roots outside
of J , we deduce that pj(x0) > 0 for each j. From Descartes’ rule of signs, we obtain
that P0 (x0, y) has no positive real roots. Since P0(x0, 0) = p0(x0) 6= 0, part (a) now
follows.

We turn to the remaining parts of Lemma 2.1. For a given x ∈ I, we define ρ(x)
to be the largest real root of P (x, y). We will need to show that such a root exists
and is ≥ 0. From (2.1), we see that for x ∈ J , we want (ρ(x + 10))2 to be a root
of P0(y). Further, showing P (x, y) has a root ≥ 0 for each x ∈ I is equivalent to
showing P0(y) has a root ≥ 0 for each x ∈ J .

Now, fix x0 in the interior of J , so x0 ∈ (−a, a). We have already observed that
p0(x) has no real roots other than ±a. Since p0(0) = −1, it follows that p0(x) < 0
for all x in the interior of J . Hence, p0(x0) < 0. On the other hand, p0(x0) is the
product of all the roots of P0(x0, y). Since the product of non-zero conjugate pairs
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is always positive, we deduce that P0(x0, y) has an odd number of negative real
roots. As shown earlier, P0(x0, y) has a positive, even number of real roots, so we
obtain that P0(x0, y) must have an odd number of positive real roots, and hence at
least one such root.

We now consider the case that x0 = ±a. As noted earlier, for each j ∈
{1, 2, . . . , 20}, the polynomial pj(x) has its roots in the interval [−1.5, 1.5] and
pj(±2) > 0. Since a /∈ [−1.5, 1.5] and x0 = ±a, it follows that pj(x0) > 0 for each
such j. From Descartes’ rule of signs, we deduce that P0(x0, y)/y has no positive
real roots. Thus, P0(x0, y) has 0 as its largest real root.

For each x ∈ R, define

ψ (x) = max {y ∈ R : P0 (y) = 0} .

Since P0 (y) has real roots for any given x, then ψ (x) is well defined. Moreover, we
have now seen that ψ (x) > 0 for all x ∈ (−a, a), ψ(±a) = 0, and ψ (x) < 0 for all
x /∈ J . Parts (b) and (c) now follow by defining ρ (x) =

√
ψ (x− 10) for each x ∈ I.

Next, we establish (d). To prove ρ(x) is a continuously differentiable function on
(10−a, 10+a) and continuous on [10−a, 10+a], it is sufficient to show that, given any
x0 ∈ J , including its endpoints, there exists an open interval I0 containing x0 such
that ψ (x) is a continuously differentiable function on I0. Fix x0 ∈ J , and let y0 =
ψ (x0). We make use of Lemma 2.2 with W (x, y) = P0(x, y). Since then W (x, y) is a
polynomial, bothWx andWy are continuous on all of R2. The definition of y0 implies
W (x0, y0) = 0. Recall that we have shown that the polynomial W (x0, y) = P0(x0, y)
in y has no repeated roots. It follows that Wy(x0, y0) 6= 0. From Lemma 2.2, there
exists an open interval J0 containing x0 and a continuously differentiable function
φ(x) defined on J0 such that φ (x0) = y0 and P0 (x, φ (x)) = 0 for all x ∈ J0. By the
definition of ψ(x), we know that φ(x) ≤ ψ(x) for all x ∈ J0. We need only show now
that there exists an open interval I0 ⊆ J0 containing x0 such that ψ (x) = φ (x) for
all x ∈ I0.

Assume that no such interval I0 exists. Then there exists a sequence {xn}∞n=1

satisfying limn→∞ xn = x0 and having the property that ψ (xn) > φ (xn) for all
n ≥ 1. Since x0 ∈ J = [−a, a] ⊂ [−2, 2] and x0 ∈ J0, we suppose further as we
may that each xn ∈ [−2, 2] ∩ J0. Define yn = ψ (xn). In particular, P0(xn, yn) = 0.
We justify that {yn}∞n=1 is a bounded sequence. In fact, we show that there is an
absolute constant M such that for x′ ∈ [−2, 2] and z ∈ C satisfying P0(x′, z) = 0,
we have |z| ≤M . Since each pj (x) is continuous on [−2, 2] and [−2, 2] is compact,
there exists an absolute constant A ≥ 0 such that |pj (x)| ≤ A for all j ∈ {0, . . . , 20}
and x ∈ [−2, 2]. Recall p20(x) = 1. Since x′ ∈ [−2, 2] and P0(x′, z) = 0, we deduce

0 =
∣∣∣∣ 20∑
j=0

pj(x′)zj
∣∣∣∣ ≥ |z|20 − 19∑

j=0

|pj (x′)| |z|j ≥ |z|20 −A
19∑
j=0

|z|j .

Thus, |z| is less than or equal to the positive real root M of the polynomial

x20 −Ax19 −Ax18 − · · · −Ax−A.
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We deduce that {yn}∞n=1 is a sequence with |yn| ≤ M for all n. Hence, the se-
quence {yn}∞n=1 has a convergent subsequence

{
ynj

}∞
j=1

. Let L = limj→∞ ynj . The
continuity of P0 (x, y) implies

P0(x0, L) = lim
j→∞

P0

(
xnj , ynj

)
= 0.

Since

y0 = ψ(x0) = max{y ∈ R : P0(x0, y) = 0},

we deduce that L ≤ y0. Since φ(x) is continuous on J0 and φ(xnj
) ≤ ψ(xnj

) = ynj

for all j ≥ 1, we also have that

L = lim
j→∞

ynj
= lim
j→∞

ψ(xnj
) ≥ lim

j→∞
φ(xnj

) = φ( lim
j→∞

xnj
) = φ(x0) = y0.

Thus, L = y0. In particular,

lim
j→∞

ψ(xnj
) = y0 = lim

j→∞
φ(xnj

). (2.3)

We show that this implies a contradiction.
Since ∆(x) is continuous on [−2, 2] and ∆(x) < 0 for all x ∈ [−2, 2], |∆(x)|

obtains a minimum value δ on [−2, 2] with δ > 0. Recall that for each x ∈ [−2, 2],
the roots of P0(x, y) in C are all bounded in absolute value byM . From the definition
of ∆(x), we obtain for every positive integer j that

δ ≤
∣∣∆ (xnj

)∣∣ ≤ (2M)2((
20
2 )−1) ∣∣ψ (xnj

)
− φ

(
xnj

)∣∣2 .
For j sufficiently large, (2.3) implies that the right side above is less than the left
side, giving the desired contradiction. This proves (d).

To establish (e), we first observe that the definition of ψ(x) and (2.1) imply
that if x ∈ I and y ∈ R are such that P (x, y) = 0, then |y| ≤ ρ(x). Part (a) also
implies if P (x, y) = 0 for some real numbers x and y, then x ∈ I. Now, consider
real numbers x0 and y0 for which P (x0, y0) < 0. One checks that P (0, 0) > 0.
Since P (x, y) is a continuous function from R2 to R, we deduce that along any path
from (0, 0) to (x0, y0) in R2, there must be a point (x, y) satisfying P (x, y) = 0.
We use again that for any x ∈ I, the number M is a bound on the absolute value
of the roots of P0(x, y). We deduce from (2.1) that ρ(x) ≤

√
M for all x ∈ I.

If x0 6∈ I = [10 − a, 10 + a] or if x0 ∈ I and y0 > ρ(x0), one can consider the
path consisting of line segments from (0, 0) to (0, 1 +

√
M), from (0, 1 +

√
M) to

(x0, 1 +
√
M) and from (x0, 1 +

√
M) to (x0, y0) to obtain a contradiction. If x0 ∈ I

and y0 < −ρ(x0), one can consider a similar path but from (0, 0) to (0,−1−
√
M)

to (x0,−1 −
√
M) to (x0, y0) to obtain a contradiction. Therefore, we must have

x0 ∈ I and |y0| ≤ ρ(x0). This establishes (e), completing the proof.

As noted in the proof of Lemma 2.1, a = 1.6167 . . . . Thus, we have at least a
good approximation for the left and right endpoints of I = [10 − a, 10 + a]. The
proof did not give us much information as to the shape of the region R, but as we
show now, what we know is sufficient to give us something new.
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Consider the line y = tan(π/36)x or equivalently the points x + i tan(π/36)x
in the complex plane. A computation gives tan(π/36) > 2/23. Thus, the line y =
(2/23)x lies below the line y = tan(π/36)x for x > 0. From ρ(10 − a) = 0 and
ρ(x) being continuous, we deduce that if y = (2/23)x does not intersect the graph
of y = ρ(x), then y = (2/23)x and, hence, y = tan(π/36)x lie above the region
R. By part (c) of Lemma 2.1, a point (x, ρ(x)) on the graph of y = ρ(x) satisfies
P (x, ρ(x)) = 0. Thus, if y = (2/23)x intersects y = ρ(x), then the polynomial
P (x, 2x/23) has a real root. Since the coefficients of P (x, 2x/23) are rational, the
Sturm sequence for this polynomial is easily computed and can be used to verify
that P (x, 2x/23) has no real roots. Thus, y = tan(π/36)x lies above the region R.

Recall that we began this section with f(x) ∈ Z[x] having non-negative coeffi-
cients and satisfying f(10) is prime. Under the assumption that f(x) is reducible,
we wrote f(x) = g(x)h(x) where g(x) and h(x) are in Z[x], have positive degrees
and have positive leading coefficients. We took g(10) = 1 and showed that either
g(x) has a root in common with one of Φ3(x−10), Φ4(x−10) and Φ6(x−10) or g(x)
has a root β ∈ R. In the latter case, since the coefficients of f(x) are non-negative
and the real numbers in R are positive, β /∈ R. Note that the point (10.5,

√
3/2),

corresponding to 10+ζ6 in the complex plane, is also below the line y = tan(π/36)x.
Thus, we can deduce that either g(x) has a root in common with one of Φ3(x− 10)
and Φ4(x− 10) or g(x) has a root β = u+ iv satisfying 0 < v < tan(π/36)u.

Based on the simple argument we had for Theorem 1.2 in Section 1, we have
the following.

Lemma 2.3. Let n be a positive integer. A complex number α = reiθ satisfying
r > 0 and 0 < θ < π/n cannot be a root of a non-zero polynomial which has degree
≤ n and has non-negative real coefficients.

In the case above that β = u + iv with 0 < v < tan(π/36)u, we see that β = reiθ

where r > 0 and 0 < θ < π/36. Recalling that β is necessarily a root of f(x)
which has non-negative coefficients, we obtain from Lemma 2.3 that deg f > 36.
Observing that 10 + ζ3 = 9.5 + (

√
3/2)i where

√
3/2

9.5
< tan(π/34),

we can deduce further the following consequence of Lemma 2.1 and Lemma 2.3.

Corollary 2.4. Let f(x) ∈ Z[x] have non-negative coefficients. Suppose that f(10)
is a prime and f(x) is reducible. If the degree of f(x) is ≤ 34, then f(x) is divisible
by x2− 20x+ 101. Furthermore, if the degree of f(x) is ≤ 36, then f(x) is divisible
by at least one of x2 − 20x+ 101 and x2 − 19x+ 91.

The example

x35 + 3x3 + 3x2 + 891572422312872968547877442943784x

+ 10711129748782895331986694273844451
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shows that the bound 34 in the first assertion of the corollary is best possible. This
polynomial is prime at x = 10 and has the factor x2 − 19x + 91. Later we will see
that this example is optimal in another way: if f(x) ∈ Z[x] is a polynomial of degree
35 with non-negative coefficients bounded above by

10711129748782895331986694273844450

and with f(10) prime, then f(x) cannot be divisible by x2 − 19x + 91. Therefore,
in this case, either f(x) is irreducible or f(x) is divisible by x2 − 20x+ 101.

We do not know if the bound 36 in Corollary 2.4 is best possible, and we suspect
that it is not. The example

x39 + 52x2 + 598715106212835649790162712234228134418x

+ 1348312606061131031866295541636880002063

shows that 36 cannot be replaced by 39. This polynomial is prime at x = 10 and
has the factor x2 − 21x+ 111.

Before leaving this section, we note that the idea above of using Sturm sequences
to determine whether lines intersect R can be used to justify the earlier numerical
estimate that | Im(z)| < 0.856 for all z ∈ R. Recall that the region R is symmetric
about the real line since P (x, y) is a polynomial in x and y2. A Sturm sequence
verifies that P (x, 184/215) has no real roots. From Lemma 2.1, we deduce that the
line y = 184/215 = 0.8558 . . . lies above R. Hence, in fact, we have the more precise
bound | Im(z)| < 184/215 for all z ∈ R.

3. A first bound on the coefficients

In the notation of the previous section, we have seen that either g(x) has at least one
of the factors Φ3(x−10), Φ4(x−10) and Φ6(x−10), or g(x) has a root β ∈ R. In this
section, we show that in the latter case we can obtain a lower bound of 1.169 · 1034

on the coefficients of f(x). To do this, we make use of an idea introduced in [5]
and formulated as below in [1] and [2]. As the latter two are not easily accessible,
we give a detailed proof of our next lemma, noting its similarity to the proof in [5,
Theorem 5].

Lemma 3.1. Let f(x) =
∑n
j=0 ajx

j ∈ Z[x], where aj ≥ 0 for j ∈ {0, 1, . . . , n}.
Suppose α = reiθ is a root of f(x) with 0 < θ < π/2 and r > 1. Let

B = max
π/(2θ)<k<π/θ

{
rk(r − 1)

1 + cot(π − kθ)

}
,

where the maximum is over k ∈ Z. Then there is some j ∈ {0, 1, . . . , n − 1} such
that aj > Ban.

Proof. Observe that π/θ > 2 implies there is an integer in
(
π/(2θ), π/θ

)
. Fix

an arbitrary integer k ∈
(
π/(2θ), π/θ

)
. It suffices to show that there is a j ∈
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{0, 1, . . . , n− 1} such that

aj > Bkan, where Bk =
rk(r − 1)

1 + cot(π − kθ)
.

Assume aj ≤ Bkan for all j ∈ {0, 1, . . . , n− 1}. Set

γ =
an

1 + cot(π − kθ)
and k′ =

⌊ π
2θ

⌋
.

Then k′ < k. Also,

jθ ∈ (0, π/2] for j ∈ {1, 2, . . . , k′}

and

jθ ∈ (π/2, π) for j ∈ {k′ + 1, k′ + 2, . . . , k}.

Since

α−j = r−je−ijθ = r−j (cos(−jθ) + i sin(−jθ))
= r−j (cos(jθ)− i sin(jθ)) ,

we can conclude that

Re(α−j) ≥ 0 for j ∈ {1, 2, . . . , k′}, (3.1)

Re(α−j) < 0 for j ∈ {k′ + 1, k′ + 2, . . . , k} (3.2)

and

Im(α−j) < 0 for j ∈ {1, 2, . . . , k}. (3.3)

Since

0 < π − kθ ≤ π − jθ < π

2
for j ∈ {k′ + 1, k′ + 2, . . . , k},

we obtain

0 < tan(π − kθ) ≤ tan(π − jθ) for j ∈ {k′ + 1, k′ + 2, . . . , k}.

Now, we derive an inequality relating the imaginary and real parts of α−j . For
j ∈ {k′ + 1, k′ + 2, . . . , k}, we have∣∣Im(α−j)

∣∣ = r−j sin(jθ) = r−j sin(π − jθ) (3.4)

= r−j tan(π − jθ) cos(π − jθ)
= tan(π − jθ)

∣∣Re(α−j)
∣∣

≥ tan(π − kθ)
∣∣Re(α−j)

∣∣ .
Motivated by the approach in [8, b. 2, VIII, 128], we consider∣∣∣∣f(α)

αn

∣∣∣∣ =
∣∣∣∣an +

an−1

α
+ · · ·+ an−k

αk
+

n∑
j=k+1

an−j
αj

∣∣∣∣,
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where, in the case k > n, we interpret an−j to be zero for all j > n. We consider
two possible cases.

Case 1:
∣∣∣Re

(an−k′−1

αk′+1
+ · · ·+ an−k

αk

)∣∣∣ ≤ an − γ.

In this case, we use that∣∣∣∣f(α)
αn

∣∣∣∣ ≥ ∣∣∣an +
an−1

α
+ · · ·+ an−k

αk

∣∣∣− n∑
j=k+1

∣∣∣an−j
αj

∣∣∣
≥
∣∣∣an +

an−1

α
+ · · ·+ an−k

αk

∣∣∣− n∑
j=k+1

anBk
rj

>
∣∣∣Re

(
an +

an−1

α
+ · · ·+ an−k

αk

)∣∣∣− ∞∑
j=k+1

anBk
rj

≥
∣∣∣Re

(
an +

an−1

α
+ · · ·+ an−k′

αk′

)∣∣∣
−
∣∣∣Re

(an−k′−1

αk′+1
+ · · ·+ an−k

αk

)∣∣∣− ∞∑
j=k+1

anBk
rj

.

From (3.1), we have∣∣∣Re
(
an +

an−1

α
+ · · ·+ an−k′

αk′

)∣∣∣ = Re
(
an +

an−1

α
+ · · ·+ an−k′

αk′

)
≥ an.

Combining this with the condition of the case we are considering and summing the
geometric series

∑∞
j=k+1 1/rj , we deduce∣∣∣∣f(α)

αn

∣∣∣∣ > an − (an − γ)− anBk
rk(r − 1)

= γ − anBk
rk(r − 1)

= 0.

Case 2:
∣∣∣Re

(an−k′−1

αk′+1
+ · · ·+ an−k

αk

)∣∣∣ > an − γ.

In this case, we use that∣∣∣∣f(α)
αn

∣∣∣∣ ≥ ∣∣∣an +
an−1

α
+ · · ·+ an−k

αk

∣∣∣− n∑
j=k+1

∣∣∣an−j
αj

∣∣∣
≥
∣∣∣an +

an−1

α
+ · · ·+ an−k

αk

∣∣∣− n∑
j=k+1

anBk
rj

>
∣∣∣an +

an−1

α
+ · · ·+ an−k

αk

∣∣∣− ∞∑
j=k+1

anBk
rj

≥
∣∣∣Im(an +

an−1

α
+ · · ·+ an−k

αk

)∣∣∣− ∞∑
j=k+1

anBk
rj

.
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As a consequence of (3.2), (3.3) and (3.4), we have∣∣∣ Im(an +
an−1

α
+ · · ·+ an−k

αk

)∣∣∣
=
∣∣∣Im(an +

an−1

α
+ · · ·+ an−k′

αk′

)∣∣∣+
∣∣∣Im(an−k′−1

αk′+1
+ · · ·+ an−k

αk

)∣∣∣
≥
∣∣∣Im(an−k′−1

αk′+1
+ · · ·+ an−k

αk

)∣∣∣
≥ tan(π − kθ)

∣∣∣Re
(an−k′−1

αk′+1
+ · · ·+ an−k

αk

)∣∣∣ .
Note that

an − γ = an −
an

1 + cot(π − kθ)
=

an cot(π − kθ)
1 + cot(π − kθ)

.

The condition of the current case under consideration now implies∣∣∣∣f(α)
αn

∣∣∣∣ > tan(π − kθ)(an − γ)−
∞∑

j=k+1

anBk
rj

= tan(π − kθ)
(
an cot(π − kθ)
1 + cot(π − kθ)

)
− anBk
rk(r − 1)

= γ − anBk
rk(r − 1)

= 0.

Therefore, in both Case 1 and Case 2, we conclude that
∣∣∣∣f(α)
αn

∣∣∣∣ > 0, contradicting

that α is a root of f(x). As a consequence, our assumption was incorrect so that
there exists a j ∈ {0, 1, . . . , n− 1} for which aj > Bkan, completing the proof.

We explain how we make use of Lemma 3.1. Our goal here is to show the
following.

Corollary 3.2. Let f(x) =
∑n
j=0 ajx

j ∈ Z[x] be such that f(10) is prime. If

0 ≤ aj ≤ (1.169 · 1034) an for 0 ≤ j ≤ n− 1,

then either f(x) is irreducible or f(x) is divisible by at least one of x2 − 20x+ 101,
x2 − 19x+ 91 and x2 − 21x+ 111.

Let θ and θ′ be real numbers satisfying 0 ≤ θ < θ′ ≤ tan−1(2/23). We consider
the set of points R(θ, θ′) in R that lie between the line passing through the origin
making an angle θ with the positive x-axis and the line passing through the origin
making an angle θ′ with the positive x-axis. More precisely, we define

R(θ, θ′) = {(x, y) ∈ R : tan θ ≤ y/x < tan θ′}.

Recall that we are interested in the case that f(x) has a factor g(x) with a root
β ∈ R. As we have seen, we may take β = x0 + iy0 for some (x0, y0) ∈ R with
y0 > 0. Also, as shown after the proof of Lemma 2.1, the region R is below the line
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y = (2/23)x. To make use of Lemma 3.1, we will specify θ`, where ` ∈ {0, 1, . . . , 221}
and where

0 = θ0 < θ1 < · · · < θ220 < θ221 = tan−1(2/23).

Then

(x0, y0) ∈
220⋃
`=0

R(θ`, θ`+1).

The idea is then to use Lemma 3.1 to find a bound B′(θ`, θ`+1) so that the conclusion
aj > B′(θ`, θ`+1) an for some j ∈ {0, 1, . . . , n − 1} holds if (x0, y0) ∈ R(θ`, θ`+1).
Since (x0, y0) ∈ R(θ`, θ`+1) for some ` ∈ {0, 1, . . . , 220}, we can then deduce that
some coefficient of f(x) exceeds

min
0≤`≤220

{B′(θ`, θ`+1)} · an. (3.5)

We will choose the θ` in such a way that each B′(θ`, θ`+1) > 1.169 · 1034. Then we
can deduce that some coefficient of f(x) exceeds 1.169 · 1034an.

As a simple example, consider

k =
⌊

25π
26θ

⌋
where 0 ≤ θ ≤ tan−1

(
4
49

)
.

Observe that k ∈ (π/(2θ), π/θ) since kθ ≤ 25π/26 < π and

kθ >

(
25π
26θ
− 1
)
θ ≥ 25π

26
− θ ≥ 25π

26
− tan−1

(
4
49

)
>
π

2
.

Also,
π

2
> π − kθ ≥ π − 25π

26
=

π

26
,

which implies

cot(π − kθ) ≤ cot
(
π/26

)
.

From the definition of k and the range of θ, we see that

k =
⌊

25π
26θ

⌋
≥
⌊

25π
26
÷ tan−1

(
4
49

)⌋
= 37.

Recall that each z ∈ R satisfies Re(z) ≥ 8.383. Hence, each z = reiθ ∈ R satisfies
r = |z| ≥ 8.383. For such z, we deduce that

rk(r − 1)
1 + cot(π − kθ)

≥ 8.38337(8.383− 1)
1 + cot(π/26)

> 1.17 · 1034.

From Lemma 3.1, with θ0 = 0 and θ1 = tan−1(4/49), we see that we can take

B′(θ0, θ1) = B′(0, tan−1(4/49)) = 1.17 · 1034. (3.6)

There is a bit of freedom on how we choose the values of θ`, but we give some
explanation as to our choice of θ`. To help with using Lemma 3.1, we will want to
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know where the line y = (tan θ`)x intersects R. Since the boundary of R consists
of points (x, y) where P (x, y) = 0, we would like to determine the real numbers x
satisfying P (x, (tan θ`)x) = 0. The polynomial P (x, (tan θ`)x) has degree 40, and
we will have to settle for approximations to these real roots. What we want to avoid
is basing our results on finding approximations to the real roots of a polynomial
whose coefficients themselves are only approximations. To do this, we set r` =
tan θ` where r` is a specific rational number, we find a close lower bound rational
approximation x` to the minimum real root of the polynomial P (x, r` x) = 0, and
then we use a Sturm sequence to verify that P (x, r` x) has no roots in (−∞, x`]. As
both r` and x` are rational numbers, the latter verification can be done with exact
arithmetic. Thus, we can be assured that x` is a lower bound for the minimal root
of P (x, (tan θ`)x) = 0.

Our precise values for r` = tan θ` are as follows.

r0 = 0, r1 = 4/49, r2 = 76/897, r3 = 297/3493, r4 = 61/716,

r5 = 47/551, r6 = 7/82, r7 = 67357/788600, r8 = 13476627/157720000,

r8+j = r8 + (j/100000) for j ∈ {1, 2, . . . , 8},
r16+j = r16 + (j/250000) for j ∈ {1, 2, . . . , 10},
r26+j = r26 + (j/500000) for j ∈ {1, 2, . . . , 10},
r36+j = r36 + (j/1000000) for j ∈ {1, 2, . . . , 20},
r56+j = r56 + (j/2500000) for j ∈ {1, 2, . . . , 120},
r176+j = r176 + (j/1000000) for j ∈ {1, 2, . . . , 31},
r207+j = r207 + (j/250000) for j ∈ {1, 2, . . . , 8},
r216 = 338/3943, r217 = 122/1423, r218 = 65/758,

r219 = 38/443, r220 = 23/268 and r221 = 2/23.

We give a brief reason for the apparent small differences r`+1−r` for ` in certain
ranges above. At and around θ = 0.085424, the left-most point (x, y) on the line
y = tan(θ)x and R satisfies x + iy = reiθ where r is slightly greater than 9. One
checks that the value of the maximum given in Lemma 3.1 is 1.169258 . . . · 1034.
This means that we cannot obtain a better lower bound than 1.169258 . . . · 1034

for B′(θ`, θ`+1) if 0.085424 ∈ [θ`, θ`+1). To show B′(θ`, θ`+1) > 1.169 · 1034 for θ`
near 0.085424, we consequently need θ`+1−θ` to be rather small. This then is what
motivates the small differences r`+1 − r` in some choices of ` above.

To finish the proof of Corollary 3.2, we fix ` ∈ {1, 2, . . . , 220} and explain how
we obtained a value for B′(θ`, θ`+1). Recall that we have already explained how
to obtain a verifiable lower bound x` for the first coordinate of the left-most point
(x, y) on the intersection of the line y = tan(θ`)x and R. Consider

α = x′ + iy′ = reiθ where (x′, y′) ∈ R(θ`, θ`+1). (3.7)

We claim that both x` ≤ x′ and tan(θ`)x` ≤ y′. Assume x′ < x`. Let (x′′, y′′) denote
the point where y = (tan θ)x intersects R with x′′ minimal. Then (x′′, y′′) is on the
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boundary of R and, hence, y′′ = ρ(x′′). Also, x′′ ≤ x′ < x` and, by Lemma 2.1 (a),
x′′ ≥ 10− a. By Lemma 2.1, the function

ρ0(x) = ρ(x)− r` x

is a continuous function such that ρ0(10−a) < 0. On the other hand, since (x′′, y′′)
is in R(θ`, θ`+1), it lies above y = tan(θ`)x. Thus,

ρ(x′′) = y′′ = tan(θ)x′′ ≥ tan(θ`)x′′ = r` x
′′

so that ρ0(x′′) ≥ 0. By the Intermediate Value Theorem, there is a u ∈ [10− a, x′′]
such that ρ0(u) = 0. Thus, ρ(u) = r` u, which implies P

(
u, r` u

)
= 0. Since

u ≤ x′′ ≤ x′ < x`,

we obtain a contradiction to the definition of x`. Thus, our assumption is wrong,
and x` ≤ x′. To see that tan(θ`)x` ≤ y′, we simply use now that

y′ = (tan θ)x′ ≥ (tan θ`)x′ ≥ (tan θ`)x`.

Letting R` denote a lower bound approximation of
√

1 + r2` x`, we see that

r =
√

(x′)2 + (y′)2 ≥
√

1 + tan2 θ` x` ≥ R`.

The above holds for any α = reiθ as in (3.7).
For a fixed ` ∈ {1, 2, . . . , 220}, we let k1 be the largest integer < π/θ`+1. Set

k2 = k1 − 1. We verified that
π

2θ`
+ 10−10 ≤ k2 and k1 ≤

π

θ`+1
− 10−10

based on 60 digit approximations to π/(2θ`) and π/θ`+1. It follows that for any
θ ∈ [θ`, θ`+1], we have

π

2θ
≤ π

2θ`
< k2 < k1 <

π

θ`+1
≤ π

θ
,

so both k1 and k2 are in the interval
(
π/(2θ), π/θ

)
. Further, for such θ, we computed

c(k1) and c(k2) such that

cot(π − kjθ) ≤ cot(π − kjθ`+1) ≤ c(kj)− 10−10 for j ∈ {1, 2}.

Lemma 3.1 now implies that we may take

B′(θ`, θ`+1) = max
{
Rk1` (R` − 1)

1 + c(k1)
,
Rk2` (R` − 1)

1 + c(k2)

}
.

Recall we are considering the case that g(x) has a root β = x0+iy0 with (x0, y0) ∈ R,
which occurs whenever f(x) is reducible and not divisible by one of Φ3(x − 10),
Φ4(x − 10) and Φ6(x − 10). Combining the estimates we obtained for B′(θ`, θ`+1)
above with (3.6), we obtained the lower bound 1.169 · 1034 an on at least one coef-
ficient of f(x) from (3.5). The corollary follows.
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4. Bounds based on recursive relations

We are now ready to formulate another approach that bounds the coefficients of
f(x) in the case that we know f(x) has a given quadratic factor. This is motivated
by Corollary 3.2. Our goal is to find good lower bounds on the maximum coefficient
of f(x) if f(x) is divisible by one of x2−20x+101, x2−19x+91 and x2−21x+111.
The bound we obtain will depend on the quadratic considered.

Fix positive integers A and B. Let b0, . . . , bs be integers such that

(b0xs + b1x
s−1 + · · ·+ bs−1x+ bs)(x2 −Ax+B) (4.1)

is a polynomial of degree s+ 2 with non-negative coefficients. In the setting of this
paper, we will want A and B chosen so that the quadratic on the right is one of
x2−20x+101, x2−19x+91 and x2−21x+111. With f(x) = g(x)h(x) as before and
g(x) being the quadratic, we view the polynomial factor on the left in (4.1) as h(x)
and further n = deg f = s+ 2. The choice of bj as the coefficient of xs−j will help
us view the bj as forming a sequence and be more appropriate for the arguments
that follow. If (4.1) is expanded, we obtain f(x) so that the resulting coefficients
are ≥ 0.

For convenience, we define bj = 0 for all j < 0 and all j > s. Since the coefficients
of f(x) are ≥ 0, we deduce that

b0 ≥ 1 and bj ≥ Abj−1 −Bbj−2 for all j ∈ Z. (4.2)

In particular, b1 ≥ Ab0. For each integer j, define

βj =


0 if j < 0

1 if j = 0

Aβj−1 −Bβj−2 if j ≥ 1,

so the βj satisfy a recursive relation for j ≥ 0. In particular, β1 = A and β2 = A2−B.
Of some significance to our problem, the values of βj may vary in sign and will do
so for the choices of A and B that interest us. Let J be a positive integer for which

βj ≥ 0 for j ≤ J. (4.3)

Then for 1 ≤ j ≤ J + 1, we have

bj ≥ Abj−1 −Bbj−2 ≥ A
(
Abj−2 −Bbj−3

)
−Bbj−2

≥ β2bj−2 −Bβ1bj−3 ≥ β2

(
Abj−3 −Bbj−4

)
−Bβ1bj−3

≥ β3bj−3 −Bβ2bj−4 ≥ β3

(
Abj−4 −Bbj−5

)
−Bβ2bj−4

≥ β4bj−4 −Bβ3bj−5 ≥ · · · ≥ βj−1b1 −Bβj−2b0 ≥ βjb0.

(4.4)

We deduce the inequality

bj ≥ βjb0 for all integers j ≤ J + 1. (4.5)

Let
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U = max
j≥0
{bj} and L = min

j≥0
{bj}.

Since bj = 0 for j > s, we have the trivial bound L ≤ 0. We can obtain rather
precise information about U and L for specific A and B by making use of (4.5),
and we do so now. Below is a table indicating the A and B of interest to us. The
value of J we used in (4.5) corresponds to the least J for which βJ+1 < 0. Thus,
(4.3) holds. From (4.5), we obtain βJb0 as a lower bound for U . In the table, the
value of βJ is given.

A B J βJ

20 101 30 604861792550624708513466396499
19 91 33 117704722514097750900952684327901
21 111 37 12146960414965144431227887762494414381

Table 1

Recall that we are interested in considering A and B such that f(x) is divisible
by x2 − Ax + B. We consider an f(x) with non-negative coefficients as before but
with the largest coefficient as small as possible. Let M = M(A,B) denote the
maximum coefficient for such an f(x). In the way of an important example, we
recall the polynomial given after the statement of Theorem 1.3 in the introduction.
It is divisible by x2 − 20x+ 101, so we can conclude

M(20, 101) ≤ 49598666989151226098104244512919. (4.6)

Let k ≥ 0 and ` ≥ 1 be integers. We take a weighted average of ` consecutive
coefficients of f(x). More precisely, define ãj = bj − Abj−1 +Bbj−2 for all integers
j so that ãj is the coefficient of xs+2−j in f(x) for 0 ≤ j ≤ s+ 2. Suppose bk 6= 0,
and define tj by

bk+j = tjbk for j ∈ Z. (4.7)

Thus,

ãk+j+2 = (tj+2 −Atj+1 +Btj)bk for j ∈ Z.

We consider the weighted average of ãj given by

W (k, `) =
`−1∑
j=0

µj ãk+j+2, where 0 ≤ µj ≤ 1 for 0 ≤ j ≤ `− 1 and
`−1∑
j=0

µj = 1.
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Observe that W (k, `) = W0(k, `)bk, where

W0(k, `) =
`−1∑
j=0

µj
(
tj+2 −Atj+1 +Btj

)
= µ0Bt0 +

(
− µ0A+ µ1B

)
t1 +

`−1∑
j=2

(
µj−2 − µj−1A+ µjB

)
tj

+
(
µ`−2 − µ`−1A

)
t` + µ`−1t`+1.

The idea is to choose the µj so that the coefficients of t1, t2, . . . , t`−1 are all zero
above. In other words, we want to choose the µj so that the matrix equation



1 1 1 1 1 · · · 1 1 1 1
−A B 0 0 0 · · · 0 0 0 0
1 −A B 0 0 · · · 0 0 0 0
0 1 −A B 0 · · · 0 0 0 0
0 0 1 −A B · · · 0 0 0 0
...

...
...

...
...

. . .
...

...
...

...
0 0 0 0 0 · · · B 0 0 0
0 0 0 0 0 · · · −A B 0 0
0 0 0 0 0 · · · 1 −A B 0
0 0 0 0 0 · · · 0 1 −A B





µ0

µ1

µ2

µ3

µ4

...
µ`−4

µ`−3

µ`−2

µ`−1


=



1
0
0
0
0
...
0
0
0
0


holds. Note that the above corresponds to a system of ` equations in the ` unknowns
µj where 0 ≤ j ≤ ` − 1. The system of equations depends only on A, B and
`, and not on k. The first equation in this system guarantees that the condition∑`−1
j=0 µj = 1 holds. It is not the case that the solution of this system necessarily

satisfies 0 ≤ µj ≤ 1 for every j ∈ {0, 1, . . . , ` − 1}. There is no reason to concern
ourselves with this or whether even a solution exists; we will specify A, B and
` shortly and be able to explicitly solve the system of equations and obtain the
information we need.

Let the µj be a fixed solution to the above system of equations. Since A and
B are integers, we deduce that there are computable rational numbers a, b and c,
independent of k, for which

W0(k, `) = at0 + bt` + ct`+1.

These a, b and c will be positive for our choices of A, B and `. Recall that the
definition of tj in (4.7) depends on k. We consider first the case where k is chosen
so that bk = U . Since the maximum coefficient of f(x) is M , we deduce from (4.7)
that

M ≥W (k, `) = W0(k, `)bk = at0bk + bt`bk + ct`+1bk

= abk + bbk+` + cbk+`+1 ≥ aU + bL+ cL.
(4.8)
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Next, consider the case where k is chosen so that bk = L. Since each coefficient of
f(x) is ≥ 0, we deduce similarly that

0 ≤W (k, `) = W0(k, `)bk = abk + bbk+` + cbk+`+1 ≤ aL+ bU + cU. (4.9)

Multiplying through (4.8) by a and through (4.9) by −(b+c) and adding, we obtain

aM ≥ (a2 − (b+ c)2)U. (4.10)

Multiplying through (4.8) by b+ c and through (4.9) by −a and adding, we obtain

(b+ c)M ≥ (a2 − (b+ c)2)(−L), (4.11)

where we have written the above with −L to emphasize that L ≤ 0.
Now, we are ready to apply the above information to the cases that are of

interest to us. For A = 20 and B = 101, we take ` = 31. We calculate the values of
µ0, µ1, . . . , µ30 from the system of equations above and verify directly that each µj
is in [0, 1]. We solve for a, b and c and find

a =
136132740448623470709137757482287529203605725945483260999653101
1660155371324676472062655579052362650636003496484865073642560

,

b =
343338649142778282301566951

101725206576266940690113699696835946730147273068925555983
,

and

c =
604861792550624708513466396499

1660155371324676472062655579052362650636003496484865073642560
.

The value of a2 − (b + c)2 is positive. From our upper bound for M = M(20, 101)
in (4.6) and from (4.10), we deduce

U ≤ a

a2 − (b+ c)2
·M(20, 101) ≤ 604861792550624708513466396499.039779 . . . .

Observe that the lower bound βJb0 for U given by Table 1 now implies b0 = 1 (i.e.,
the polynomial h(x) is monic) and

U = U(20, 101) = 604861792550624708513466396499.

From (4.11), we similarly obtain

−L ≤ b+ c

a2 − (b+ c)2
·M(20, 101) ≤ 0.02758 . . . .

Since L ≤ 0, we deduce L = 0.
For A = 19 and B = 91, we want similar information. To get an estimate

for M(19, 91), we make use of the following example of a polynomial f(x) with
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non-negative coefficients, divisible by x2 − 19x+ 91, and satisfying f(10) is prime:

x68 + 1009277144826970719448830127272551x34

+ 8592444743529135815769545955936773x33

+ · · ·+ 8592444743529135815769545955936773x5

+ 8592444743529135815769545955936774x4

+ 8592444743529135815769545955936773x3

+ 8592444743529135815769545955936611x2

+ 8592444743529135815769545955936450x

+ 7583167598702165096320715828674049,

where the missing terms of degrees 6, 7, . . . , 32 each have the same coefficient as the
coefficient for the terms of degrees 3, 5 and 33. The coefficient of x4 is the largest
coefficient above, so we can conclude

M(19, 91) ≤ 8592444743529135815769545955936774. (4.12)

We take ` = 34 in this case. Following an analogous analysis to the case A = 20
and B = 101 above, we obtain here that

U = U(19, 91) = 117704722514097750900952684327901

and L = 0 in this case.
We do not need to do as much in the case A = 21 and B = 111. We take ` = 38,

check that the µj are in [0, 1] and compute a, b and c as before. Table 1 gives us a
lower bound for U = U(21, 111). Using (4.10), we see that

M = M(21, 111) ≥ a2 − (b+ c)2

a
U ≥ 1.10537 · 1039.

This implies that any polynomial f(x) with non-negative coefficients divisible by
x2−21x+111 must have a coefficient as large as 1.10537 ·1039. We easily deduce as
a consequence of Corollary 3.2 that if f(x) =

∑n
j=0 ajx

j ∈ Z[x] is such that f(10)
is prime and

0 ≤ aj ≤ 1.169 · 1034 for 0 ≤ j ≤ n,

then either f(x) is irreducible or f(x) is divisible by either x2 − 20x + 101 or
x2 − 19x+ 91.

Along similar lines, we can use (4.10) to obtain a lower bound for M = M(A,B)
in the case that f(x) is divisible by x2−Ax+B where (A,B) ∈ {(20, 101), (19, 91)}
by making use of the precise values just obtained for U(A,B). We deduce that

M(20, 101) ≥ 49598666989151226098104244512916

and

M(19, 91) ≥ 8592444743529135815769545955936771.
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To clarify, we rounded up in these estimates since M and U being integers in (4.10)
implies that

M ≥
⌈
a2 − (b+ c)2

a
· U
⌉
.

Note that these lower bounds for M(A,B) are each 3 less than the upper bounds
obtained in (4.6) and (4.12). Combining the above information with Corollary 3.2,
we see that to complete a proof of Theorem 1.4 it suffices to show that the upper
bounds obtained for M(A,B) are the actual values of M(A,B).

5. Finishing touches to Theorem 1.4

We are interested in the case that f(x) = g(x)h(x) where g(x) = x2 − Ax + B

with (A,B) ∈ {(20, 101), (19, 91)} and where f(x) has maximal coefficient equal to
M(A,B). In the previous section, we established that h(x) must be monic, that all
of its coefficients must be non-negative (i.e., L = 0) and that its largest coefficient
corresponds to the value of βJ indicated in Table 1. To finish the proof of Theo-
rem 1.4, one checks that it suffices to show M(A,B) = (1 − A + B) · βJ + 1 for
each (A,B) ∈ {(20, 101), (19, 91)}. We fix (A,B) ∈ {(20, 101), (19, 91)} and assume
to the contrary that

M(A,B) ≤ (1−A+B) · βJ . (5.1)

We want then to obtain a contradiction for each (A,B) ∈ {(20, 101), (19, 91)}.
To obtain a contradiction, we will first want more information about the struc-

ture of h(x). As in the previous section, we consider

h(x) = b0x
s + b1x

s−1 + · · ·+ bs−1x+ bs,

where we now know b0 = 1. As before, we define bj = 0 if j < 0 or j > s. We
consider J as in Table 1 so that (4.5) holds. We claim now that, with h(x) as above,
the inequality in (4.5) can be replaced by equality for j ≤ J . In other words, since
b0 = β0 = 1, we claim that

bj = βj for all integers j ≤ J. (5.2)

Recall that (4.2) holds for the bj . To justify (5.2), it suffices to show that

bj = Abj−1 −Bbj−2 for all j ∈ {1, 2, . . . , J}.

Assume that at least one of these equations for bj does not hold. Taking j = J and
following the string of inequalities (4.4) that led to (4.5), we see that bJ > βJ . This
contradicts that the largest coefficient of h(x) is βJ . Therefore, (5.2) holds.

For the coefficients bj with j > J , we will obtain a different structure. As noted
earlier, the J in Table 1 satisfy βJ+1 < 0, so indeed bJ+1 6= βJ+1. Let t denote the
maximal non-negative integer for which

bJ+1 = bJ+2 = · · · = bJ+t = βJ .
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Thus, bJ+t+1 < βJ . We claim next that

bJ+t+j+1 = βJ − βj for j ∈ {0, 1, . . . , J}. (5.3)

Define

γj =

{
βJ − bJ+t+j+1 for j ≥ 0

0 for j ≤ −1.

Note that

γ−1 = 0 = βJ − βJ = βJ − bJ+t.

Since the expansion of (4.1) gives us coefficients of f(x), we deduce from our as-
sumption (5.1) that, for j ≥ 1,

(1−A+B)βJ−γj +Aγj−1 −Bγj−2

= bJ+t+j+1 −AbJ+t+j +BbJ+t+j−1

≤M(A,B) ≤ (1−A+B)βJ .

Since bJ+t+1 < βJ , it follows that

γ0 ≥ 1 and γj ≥ Aγj−1 −Bγj−2 for all j ∈ Z.

Observe that this is (4.2) with the bj ’s replaced by γj ’s. We deduce, as we did there,
that (4.5) holds but now with the bj ’s replaced by γj ’s. So we have

γj ≥ βjγ0 for all integers j ≤ J + 1.

As in the argument for (5.2), we either have equality for each j ≤ J or else γJ >
βJγ0. This latter inequality is impossible since the bj are all ≥ 0 which implies

βJ − γJ = b2J+t+1 ≥ 0.

Since γJ ≥ βJγ0, the above inequality also implies γ0 = 1. Thus, we have γj = βj
for all j ≤ J . This implies (5.3).

A direct computation using the values of A, B and J from Table 1 shows that
βJ−1 < βJ . From (5.3), we deduce

b2J+t > 0 and b2J+t+1 = 0.

Beginning with j = −1 and increasing j, the numbers bj start at 0, go up to βJ ,
possibly remain there for awhile and then come back down to 0. It is possible that
there are more non-zero bj with j > 2J + t+ 1. But we get a kind-of carousel effect
here, where if there are more non-zero bj with j > 2J + t+ 1, then again they will
go up in the same pattern as before to βJ , possibly linger at βJ for awhile and then
come back down to 0 again. The increases in the numbers bj are largely due to the
condition that the coefficients of f(x) are ≥ 0; the decreases in the coefficients are
largely due to the assumption on the upper bound for the coefficients of f(x) given
by (5.1). We explain this in some more detail next.
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Suppose we know that bk−1 = 0 and bk 6= 0 for some integer k. In particular,
perhaps k = 2J + t+ 2. We have already seen that the coefficients of h(x) are ≥ 0.
Hence, bk ≥ 1. Define

b′j =

{
bk+j for j ≥ 0

0 for j < 0.

Since bk ≥ 1, we have b′0 ≥ 1. From (4.2),

b′1 = bk+1 = Abk −Bbk−1 = Abk = Ab′0 −Bb′−1.

Also, from (4.2), we deduce

b′j ≥ Ab′j−1 −Bb′j−2 for all integers j ≥ 2.

The definition of b′j also implies

b′j ≥ Ab′j−1 −Bb′j−2 for all integers j ≤ 0.

We deduce that condition (4.2) holds with the bj ’s replaced by b′j ’s. Thus, based on
our previous arguments with bj , we deduce here that

b′j =


βj for j ∈ {0, 1, . . . , J}
βJ for j ∈ {J + 1, J + 2, . . . , J + t′}
βJ − βj−J−t′−1 for j ∈ {J + t′ + 1, J + t′ + 2, . . . , 2J + t′ + 1},

where t′ denotes some non-negative integer. Thus, h(x) can be written as a sum
over some non-negative integers k of polynomials which are xk times(

β0x
J + β1x

J−1 + · · ·+ βJ)xJ+t′ +
(
xJ+t′−1 + xJ+t′−2 + · · ·+ xJ

)
βJ

+(βJ − β0)xJ−1 + (βJ − β1)xJ−2 + · · ·+ (βJ − βJ−1),
(5.4)

where t′ = t′(k) is a non-negative integer. We note that the k cannot be arbitrary
since we do not want overlapping terms for different k and we want the coefficient
of each such xk−1 in h(x) to be 0.

We are ready to wrap up our proof of Theorem 1.4. Observe that Theorem 1.2
implies that we may restrict to deg f > 31, and we do so. Under the assumption
(5.1), we have shown that h(x) has a very particular form. We consider the case
that A = 20 and B = 101. If we take the polynomial expression in (5.4) that is
multiplied by xk and appears in h(x), we see that it is congruent modulo βJ to(

β0x
J−1 + β1x

J−2 + · · ·+ βJ−1

)
(xJ+t′+1 − 1).

A direction computation shows that if the substitution x = 10 is made into the left
polynomial factor above, we obtain

β010J−1 + β110J−2 + · · ·+ βJ−1 ≡ 0 (mod 373).

One checks that 373 divides βJ , so we deduce that h(10) is divisible by 373. Since
deg f ≥ 32 and f(x) has non-negative coefficients, we deduce that f(10) is an
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integer that is ≥ 1032 and divisible by 373. Thus, f(10) is not prime, contradicting
the condition f(10) is prime in Theorem 1.4. This contradiction shows that (5.1)
does not hold for A = 20 and B = 101.

Now, consider the case A = 19 and B = 91. We will show here that taking
x = 10 in (5.4) always leads to an integer divisible by 37. On the other hand, 37
is not a divisor of βJ in this case, so our approach must vary from what was done
above for A = 20 and B = 101. One checks directly that

β010J + β110J−1 + · · ·+ βJ ≡ 32 (mod 37)

and

(βJ − β0)10J−1 + (βJ − β1)10J−2 + · · ·+ (βJ − βJ−1) ≡ 5 (mod 37).

Also,

10J = 1033 ≡ 1 (mod 37) and βJ ≡ 8 (mod 37).

Thus, letting x = 10 in (5.4) gives us

32 · 10t
′
+

10t
′ − 1
9

· 8 + 5 ≡ 296 · 10t
′
+ 37

9
≡ 0 (mod 37)

for all non-negative integers t′. We deduce then that h(10) is divisible by 37. As
before, we get a contradiction since then f(10) is ≥ 1032, divisible by 37 and cannot
be prime. Thus, (5.1) does not hold for A = 19 and B = 91, and Theorem 1.4
follows.

6. Closing arguments

We begin this section by supplying a proof of Theorem 1.3. Let

M = 61091041047613095559860106055488.

Then one checks that M is less than the bound

8592444743529135815769545955936773

appearing in Theorem 1.4. We deduce that if f(x) satisfies the conditions of Theo-
rem 1.3 and f(x) is reducible, then it must be divisible by x2 − 20x + 101. In this
case, f(x) is of the form given in (4.1) with s = 30, A = 20 and B = 101. From
(4.5), with J = 30 as in Table 1, we deduce that the constant term of h(x) is

b30 ≥ β30b0 ≥ 604861792550624708513466396499 b0.

Since the constant term of g(x) is 101, we see that the constant term of f(x) must
be at least b0 times

604861792550624708513466396499 · 101 = 61091041047613095559860106046399.
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Note that this number differs from M by 9089, so we still have some work to do
but can deduce that b0 = 1. For A = 20 and B = 101, the non-zero values of βj
occurring in (4.5) begin with

β0 = 1, β1 = 20, β2 = 299, β3 = 3960, β4 = 49001. (6.1)

Further the βj continue to increase up until j = 30, where βj has the value indicated
in Table 1. Define

κj = bj −Abj−1 +Bbj−2.

For u a non-negative integer, define

κ′u =
u∑
j=0

βjκ30−j .

Along the lines of the inequalities in (4.4), we deduce the equalities

b30 = Ab29 −Bb28 + κ30

= A
(
Ab28 −Bb27 + κ29

)
−Bb28 + κ30

= β2b28 −Bβ1b27 + κ30 + β1κ29

= · · · = β28b2 −Bβ27b1 + κ′27

= β29b1 −Bβ28b0 + κ′28

= β30b0 + κ′29 = β30 + κ′29.

The advantage here is that we have a formulation of how far the constant term b30
of h(x) is from β30. Since the constant term of f(x) is 101b30, we deduce

β30 +
29∑
j=0

βjκ30−j = b30 ≤
M

101
.

Given that 101β30 differs from M by 9089 and the increasing values of βj start as
in (6.1), we see that

κ1 = κ2 = · · · = κ28 = 0, κ29 ≤
⌊

9089
2020

⌋
= 4, and κ30 ≤

⌊
9089
101

⌋
= 89.

Some savings can be obtained by using, instead of these last two inequalities, that
20κ29 + κ30 ≤ 9089/101. In any case, we see that by considering the different non-
negative integers κ29 and κ30 with the above restrictions, we are left with ≤ 450
possible h(x) to consider. Of the 450 polynomials h(x) satisfying the conditions on
the κj above, exactly four satisfy f(10) = h(10) is prime. These four however each
have at least one coefficient larger than M . The example given before the statement
of Theorem 1.3 corresponds to κ29 = 4 and κ30 = 10.

Now, let

M ′ = 10711129748782895331986694273844450.
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After Corollary 2.4, we gave an example of a polynomial f(x) with non-negative
integer coefficients each ≤ M ′ + 1 satisfying deg f = 35, f(10) is prime and f(x)
is divisible by x2 − 19x + 91. As noted there, we can show that there is no such
example with coefficients bounded instead by M ′. Since the argument is similar to
the argument just given, we only make some brief remarks on the proof. Here,

b33 ≥ β33b0 ≥ 117704722514097750900952684327901 b0,

and the constant term of g(x) is 91. Thus, the constant term of f(x) must be at
least b0 times

117704722514097750900952684327901 · 91

= 10711129748782895331986694273838991.

This number differs from M ′ by 5459. We deduce that b0 = 1. Setting κj = bj −
Abj−1 + Bbj−2 as before, but now for 0 ≤ j ≤ 33, A = 19 and B = 91, we obtain
here that

β33 +
32∑
j=0

βjκ33−j = b33 ≤
M ′

91

and

κ1 = κ2 = · · · = κ31 = 0, κ32 ≤
⌊

5459
1729

⌋
= 3, and κ33 ≤

⌊
5459
91

⌋
= 59.

Of the 4 · 60 = 240 polynomials h(x) satisfying these conditions on the κj , exactly
three satisfy f(10) = h(10) is prime. These three each have at least one coefficient
larger than M ′. The example given after Corollary 2.4 corresponds to κ32 = 3 and
κ33 = 3.
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